Horizontal gene transfer (HGT) is the event of transferring genetic material from one lineage in the evolutionary tree to a different lineage. HGT plays a major role in bacterial genome diversification and is a significant mechanism by which bacteria develop resistance to antibiotics. Although the prevailing assumption is of complete HGT, cases of partial HGT (which are also named chimeric HGT) where only part of a gene is horizontally transferred, have also been reported, albeit less frequently. In this work we suggest a new probabilistic model, the NET-HMM, for analyzing and modeling phylogenetic networks. This new model captures the biologically realistic assumption that neighboring sites of DNA or amino acid sequences are not independent, which increases the accuracy of the inference. The model describes the phylogenetic network as a Hidden Markov Model (HMM), where each hidden state is related to one of the network’s trees. One of the advantages of the NET-HMM is its ability to infer partial HGT as well as complete HGT. We describe the properties of the NET-HMM, devise efficient algorithms for solving a set of problems related to it, and implement them in software. We also provide a novel complementary significance test for evaluating the fitness of a model (NET-HMM) to a given dataset. Using NET-HMM, we are able to answer interesting biological questions, such as inferring the length of partial HGT’s and the affected nucleotides in the genomic sequences, as well as inferring the exact location of HGT events along the tree branches. These advantages are demonstrated through the analysis of synthetical inputs and three different biological inputs.
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1. Introduction

Eukaryotes evolve largely through vertical lineal descent in a tree-like manner. However, in the presence of horizontal gene transfer (HGT), the right model of evolution is not a tree but is rather a phylogenetic network, which is a directed acyclic graph obtained by positioning a set of edges between pairs of the branches of an organismal tree to model the horizontal transfer of genetic material. In the case of a complete HGT, the assumption is that a single tree (one of the trees induced by the network) describes the evolution of a gene, while in the case of a chimeric HGT, more than one tree is needed (i.e. different parts of a gene evolve according to different trees).

HGT (partial or complete) is very common among Bacteria and Archaea, but evidence of HGT (partial or complete) between Eukaryotes is also accumulating. A large body of work has been introduced in recent years to address phylogenetic network reconstruction and evaluation. Methods for dealing with this problem include a variety of approaches: Splits Networks (see Ref. 7) which are graphical models that capture incompatibilities in the data due to various factors, not necessarily HGT or hybrid speciation; Maximum Parsimony (MP) that are based on Occam's Razor approach; distance methods, that try to fit a distance matrix to a network, and graph theoretical approaches that try to fit a gene tree to a species tree.

One of the most accurate and commonly used criteria for reconstructing phylogenetic trees is Maximum Likelihood (ML). Roughly speaking, this criterion considers a phylogenetic tree from a probabilistic perspective as a generative model, and seeks the model (i.e. tree) that maximizes the likelihood of observing the given input set of sequences at the leaves of the tree. Likelihood in the general network setting has been investigated in the past in various studies. von Haeseler and Churchill provided a framework for evaluating likelihood on networks and subsequently provided an approach to assess this likelihood. These works consider a network as an arbitrary set of splits that do not correspond to a specific biological process. Likelihood on networks has also been considered in the setting of recombination networks (see e.g. Ref. 17). These methods are tailored to identify breakpoints along the given sequences. However, their underlying model, the biological questions they investigate, and the algorithmic approaches they pursue are different from ours as they model a different biological process.

Recently, Jin et al. performed an initial step toward developing an HGT-oriented likelihood-based model for evolutionary networks. This work demonstrated the potential of using ML for inferring evolutionary networks. The main advantage of that work is its simplistic underlying model, that enables efficient implementation. Another related work is the study of Siepsel and Haussler who suggested a model that combines a phylogenetic tree along with a HMM and used it for aligning full genomes. Our work was inspired by these two works. However, while the main goal
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in Ref. 1 was to infer complete HGT events, here we focus on analyzing chimeric HGT events by adopting a more biologically relevant model for this task, the NET-HMM model.

The NET-HMM models a phylogenetic network by a Hidden Markov Model (HMM), where each of the network’s trees corresponds to a state of the HMM (see Fig. 1), i.e. the emission probability in each state is according to its corresponding tree.

The model is supported by biological facts that (i) adjacent sites are not independent with respect to HGT, and (ii) events of HGT are relatively rare. In the view of the NET-HMM model, events such as chimeric HGT are described as a transition between states (trees) of the HMM. NET-HMM also reconstructs the exact HGT location on the tree edges, a task that methods such as MP or distance-based methods cannot accomplish.

By applying the NET-HMM on synthetical data, we show very significant improvements over the i.i.d. model in the ability to locate chimeric events and locations along tree edges. Results on biological data point out significant biological phenomena such as amelioration, chimeric HGT events, and occurrence of very recent HGT events. Applying the NET-HMM to data that were analyzed in the past suggests an excess of HGT inference. These findings suggest a further scrutiny.

In the statistical–algorithmic realm, we propose a novel algorithm, EM NET-HMM, that interweaves into the conventional EM algorithms a step of hill climbing to maximize emission probabilities, rendering a non-trivial algorithmic approach. We also devised a novel permutation test to measure the fitness of a NET-HMM to a given dataset.
2. Methods

2.1. Preliminaries and definitions

Let $T = (V, E)$ be a tree, where $V$ and $E$ are the tree nodes and tree edges, respectively, and let $F(T)$ denote its leaf set and $I(T)$ its internal nodes. Further, let $\chi$ be a set of taxa (species). Then, $T$ is a phylogenetic tree over $\chi$ if there is a bijection between $\chi$ and $F(T)$. A tree $T$ is said to be rooted if the set of edges $E$ is directed and there is a single distinguished internal vertex $r$ with in-degree 0. Let $\Sigma$ denote the set of states (e.g. for DNA, $|\Sigma| = 4$). Then with each edge $e \in E$, we associate a substitution probability $p_e$, indicating the probability of observing different states at the endpoints of $e$. For a wide variety of evolutionary models, there is an invertible transformation from the $p_e$ to edge length $q_e$ such that $q_e$'s are additive — applying the inverse transformation on the sum $q_\pi = \sum_{e \in \pi} q_e$ of edge lengths along a path $\pi$ yields the probability $p_\pi$ of observing different states at the endpoints of $\pi$. Therefore, under the mapping $q : E \rightarrow \mathbb{R}$ of lengths, $T = (V, E, q)$ is a weighted tree (we omit $q$ when it is clear from the context). The edge length and additivity are crucial for our formulation as is explained in the sequel.

In this work we consider the Jukes–Cantor (JC) model of sequence evolution. However, all the results here can be generalized to other models of sequence evolution. Under JC, the length-substitution relationship is as follows: $p_e = \frac{3}{4} (1 - e^{-4/3q_e})$ and $q_e = -\frac{3}{4} \ln(1 - \frac{4}{3}p_e)$.

For a given set of input sequences $S$, the $i$th site, $S_i$, is the set of states at the $i$th position for every sequence in $S$.* Under the ML criterion, a phylogenetic tree is viewed as a probabilistic model from which input sites are assumed to be sampled. The probability of obtaining a site $S_i$ given a tree $T$, $L(S_i|T)$, is defined as:

$$L(S_i|T) = \sum_{a \in \Sigma^{I(T)}} \prod_{e \in E(T)} m(p_e, S_i, a),$$

(1)

where $a$ ranges over all combinations of assigning states to the $I(T)$ internal nodes of $T$. Each term $m(p_e, S_i, a)$ is either $p_e/|\Sigma| - 1$ or $(1 - p_e)$, depending on whether, under $a$, the two endpoints of $e$ are assigned different or the same states respectively.

A phylogenetic network $N = N(T) = (V', E')$ over the taxa set $\chi$ is derived from a rooted weighted tree $T = (V, E, q)$ by adding a set $R$ of reticulation edges to $T$, where each edge $r \in R$ is added as follows: (1) split an edge $e \in E$ by adding a new node, $v_e$, such that the lengths of the newly created edges sum to the length of $e$; (2) split an edge $e' \in E$ by adding another new node, $v_{e'}$ (again by preserving lengths); (3) finally, add a directed reticulation edge $r$ from $v_e$ to $v_{e'}$. We add that the substitution probability (and hence the length) of $r$ is zero as these events are instantaneous in time. The mathematical implication of the above is that it extends the partial order induced by $T$ on $V$ (see Refs. 23 and 24). This results in having no cycles in which tree edges are traversed along their directionality and reticulation

*It can be viewed as the $i$th column when the sequences are aligned.
edges in either direction [see Fig. 3(a)]. A tree $T'$ is induced by $N$ by removing all but one incoming edges to the newly added nodes, and contracting degree-2 nodes (while summing the edge lengths). We denote by $T(N)$ the set of trees induced by $N$ (see Fig. 2).

2.2. From a network to an HMM

The i.i.d Model. Under the i.i.d model, each reticulation edge $r$ has a probability denoting the corresponding event’s probability. Under this formulation, every edge (including tree edges) is assigned an occurrence probability such that the sum of occurrence probabilities of edges entering a node is 1. For a tree $T$, let $E_T$ denote the set of (reticulation + tree) edges realized by (or giving rise to) $T$, and let $P(E_T)$ be the probability of observing $E_T$ (it can be seen that this is the product of their individual probabilities). Therefore, the likelihood of obtaining a site, $S_i$, given a phylogenetic network, $N$, is:

$$L(S_i | N) = \sum_{t \in T(N)} P(E_t) \cdot L(S_i | t).$$

The likelihood of obtaining the input sequences is $L(S | N) = \prod_i L(S_i | N)$. As different sites are modeled independently, a weak signal at a certain site will cause the inference of an erroneous tree at that site (a phenomenon which we give more details on in the simulation section). To overcome this shortcoming, we treat the sites as a Markovian process, as we describe in the next subsection.

The NET-HMM. The NET-HMM is a tuple $M = \{N, H\}$ where $N = (V', E', q)$ is a phylogenetic network, and $H$ is a Hidden Markov Model (HMM). We do not know the evolutionary history [a tree in $T(N)$] of every site in $S$, thus we assign a hidden state for each site in $S$, $h_i$, and an initial state, $I$. The hidden states correspond to the states of $H$ and let $\Sigma_H$ denote this set. Let $\Upsilon(h)$ denote the tree related to the hidden state $h$ (the initial state is not related to a tree, so $h \neq I$). The meaning of relating the state $h$ of the $i$th site to a state of the HMM is that this site evolves on the tree $\Upsilon(h) \in T(N)$ (i.e. the $i$th column was emitted by the tree $T$).

Let $p(h_{i-1} \rightarrow h_i)$ denote the transition probability between state $h_{i-1}$ and state $h_i$ in the HMM. The likelihood of a NET-HMM model $M$ when observing a set $S$ of $n$-long sequences, is defined as the probability of observing $S$ evolving on $M$ which
is the sum of probabilities of all length-$n$ paths of states from $\Sigma_H$. Thus $L(S|M)$ equals

$$L(S|M) = \sum_{h^n_1 \in (\Sigma_H)^n} p(I \rightarrow h_1) \prod_{i=2}^{n} p(h_{i-1} \rightarrow h_i) \cdot L(S_i|\Upsilon(h_i), q), \tag{2}$$

where $h^n_1$ is a sequence of $n$ states (and $\forall_i h_i \in \Sigma_H$).

A different variant of the likelihood function scores a network by the probability of the most likely path, $\hat{h}^n_1$, in $M$. The latter is achieved by replacing the sum by a maximum relation.

Our goal is to find the model (network topology, edge length, and transition probabilities of the HMM) that maximizes the likelihood of the input sequences [Eq. (2)]. By using an HMM we gain two important advantages: (1) We gain dependencies among close sites, as in reality. (2) We indirectly infer the probabilities of reticulation events, while avoiding the use of arbitrary parameters for reticulation probability (as was assumed in Ref. 1).

We emphasize three important constraints on the NET-HMM model; these constraints are biologically motivated but also decrease the parameter space (and thus reduce the running time), while improving the quality of the results:

1. The network induces both the topology and edge lengths of its trees (see Fig. 2).
2. Temporal constraints on the reticulation edges decrease the number of valid networks [see Fig. 3(a)].
3. By imposing constraints on the transition probabilities of $H$, we can drastically reduce the exponential number of paths. We add that there is a positive transition probability from the initial state to each of the other states [see Fig. 3(b)]. More details about techniques to reduce the complexity of the model appear in Sec. 2 of the Supplementary Material.

Given a set of sequences associated with the tree leaves, we distinguish between three major versions of the problem, i.e. tiny, small, and large, that are defined as follows:

1. **The tiny version.** Input: A set of sequences associated with the tree leaves, the network topology along with its edge lengths and transition probabilities between states in the induced HMM. Output: The most likely path in the HMM.
2. **The small version.** Input: A set of sequences associated with the tree leaves, the network topology. Output: The ML network edge probabilities and ML transition probabilities of the induced HMM.
3. **The large version.** Input: A set of sequences associated with the tree leaves, the initial organismal tree. Output: The ML NET-HMM (complete network + HMM; i.e. the network topology along with ML network edges probabilities and ML transition probabilities in the induced HMM).
Fig. 3. Constraints on the structure of the NET-HMM. (a) Example of a network that does not satisfy the temporal constraints. By the tree topology, \( x \) occurs before \( y' \) and \( y \) occurs before \( x' \). By the reticulation edges, \( x \) and \( x' \) occur at the same time and \( y \) and \( y' \) occur at the same time. Thus, \( y' \) occurs before \( x' \) and \( x' \) occurs before \( y' \) — a contradiction. (b) A simple example of the implementation of the assumption that HGT’s are rare events. Suppose the phylogenetic network includes two reticulation edges. We name each of the network’s four states/trees by its code (I denotes the initial state). The figure shows only the transitions with non-zero probabilities, i.e. transitions between trees (states) with hamming distance \( \leq 1 \).

The specific version of the problem that should be employed depends on the given input. When only an organismal tree and a set of sequences, suspected of having undergone HGT, are given, the large problem is chosen. When some prior information about the topology of the network (i.e. a set of reticulation edges corresponding to the organismal tree) is given and we want to know the exact location of the reticulation edges (the “split” points) and the positions of the events along the sequences, we should solve the small problem. The tiny problem finds the positions of the events along the input sequences (a partial task of the small problem) by inferring the evolutionary history of each site (position) of the input sequences.

2.3. Algorithms

The tiny problem — Finding the most likely path. Let \( L(S_1^i|h',M) \) denote the likelihood of observing the first \( i \) positions of the sequences under \( M \) restricted that the \( i \)th state is \( h' \in H \). First we observe that \( L(S|M) = \sum_{h' \in H} L(S_1^i|h',M) \). Moreover, \( L(S_1^i|h',M) \) equals

\[
\sum_{h'' \in \Sigma_H} L(S_1^{i-1}|h'',M) \cdot p(h'' \rightarrow h') \cdot L(S_i|\Upsilon(h'), q). \tag{3}
\]
**EM NET-HMM:**

1. Start with initial random edge lengths and transition probabilities.
2. Perform until convergence:
   a. Given the edge lengths (that induce an emitting probability for all states), optimize the transition probabilities by BW algorithm.
   b. Given the transition probabilities of the HMM, optimize the edge probabilities (i.e. find edges that maximize the cost function that appear in Eq. (2) by hill climbing.

Equation (3) is solved by the dynamic programming forward and backward algorithms. The maximization variant is solved similarly by the Viterbi dynamic programming algorithm.

A related question is to infer the most likely state (tree), \( \hat{h}_i \), at a certain site, \( i \). For this problem we used the forward and backward algorithms and calculate:

\[
p(S, h_i = k) = p(S_1, h_i = k) \cdot p(S_{i+1} | h_i = k).
\]

By the forward and backward algorithms we can calculate \( p(S) \). Thus we get the results

\[
p(h_i = k | S) = \frac{p(S, h_i = k)}{p(S)}.
\]

The small problem — Learning a given model. Given the network’s topology (and hence the induced HMM) we use our extended EM algorithm, EM NET-HMM (depicted in Fig. 4), for estimating the edge lengths and edge probabilities of the network as well as the state transition probabilities in the HMM (the EM algorithm of Baum–Welch is described in the Supplementary Material).

Observation 1. The algorithm EM NET-HMM terminates and converges to a local ML point.

The large problem — Expanding a given model. Recall that the task in the large problem is to add reticulation edges such that the likelihood of the model is maximized. Literally, solving this problem boils down to iteratively adding edges to a given tree/network. By the fact that additional edges never decrease the likelihood of the model, some stopping criterion is required. One possibility is to observe the improvement in the likelihood score and stop when the improvement is insignificant (this approach was used in Refs. 1 and 9). We however used a more rigorous approach as described in the next subsection.

2.4. **Network significance**

Recall that the improvement of the NET-HMM model over the i.i.d. (see Sec. 3 for experimental results) was achieved by the coupling of neighboring sites. This is reflected by the transition probabilities of the HMM. Therefore in order to evaluate the significance of a given model (network+HMM) \( M' \) with respect to the data
order within the given input $S'$, we devised the following test that resembles the conventional permutation test in statistics: for a given random permutation $S_0$ of the sites of the input, let $L(S_0|M')$ be the likelihood of $M'$ with respect to $S_0$ (i.e. the solution of the tiny problem). For a given big enough set of such permutations, we obtain a probability distribution, of the likelihood of $M'$. Given that distribution, we can compute the empirical $p$-value of $M'$ with respect to $S'$. In our setting, we run this test after each time a model is built, that is after the application of the small problem. We note that another significance test could be obtained by randomizing over the space of networks, however, due to the small size of this space and the computational complexity of calculating this distribution, we used only the first test.

We expect that the likelihood of a model $M'$ given the data $S_0$ will be higher than the likelihood of $M'$ given a permuted version of the input data, $S_0$. Thus, as we demonstrate in this work, this approach can be useful in determining a stopping criterion. We stopped the algorithm of iteratively adding HGT edges when either the likelihood did not increase or this empirical $p$-value was not-significant.

Note that a stopping criterion which is based on Minimum Description Length (MDL; see for example, Ref. 26) does not give good results in practice. It appeared that the MDL needs some scaling that is specific to each dataset (similar problem was observed in Ref. 1). Thus, we decide not to use it (see the Supplementary Material for more details).

3. Experimental Results

3.1. Synthetical inputs

We first implemented our algorithms on synthetical data. In order to test the NET-HMM’s accuracy, we tried to solve the small problem on simulated data where we know the “true” model. We generated 20 synthetical phylogenetic networks, sampled them, and used these samples as inputs to our methods.

Each of the synthetical phylogenetic networks included eight taxa and two reticulation edges. The tree edge lengths were sampled from the uniform distribution $U[0, 0.25]$. Thus, each of these networks included four trees (see Fig. 5). To simulate genomic sequences where each part of the sequence was evolved along different tree of the network, we sampled segments (consecutive sets of sites) from each of the networks’ trees and concatenated them into a basic concatenation block (see Fig. 5). The experiments were conducted for various HGT segment lengths and for various number of replications of the basic concatenation block (see Fig. 5).

In the first test our aim was to check how well the NET-HMM reconstructs the set of events (correct positions along the correct sequences) that occurred in the network. This is equivalent to finding the correct path between the HMM states (trees). We defined an error rate in the reconstruction of the most likely path as the fraction of sites where the NET-HMM inferred a wrong tree. The results are shown in Fig. 6.
Fig. 5. Illustration of the simulation. (a) The input includes phylogenetic networks, each with eight taxa and two reticulation edges. (b) Each network includes four trees. (c) Segments were sampled from each of the trees. (d) These segments were concatenated; each input to our method included the concatenation of the corresponding segments and the topology of the corresponding network.

In Fig. 6(a), it can be appreciated that the NET-HMM was able to reconstruct each of the segments fairly accurately and significantly better than the i.i.d model. It demonstrates that segments of length 50 are enough for generating a surprisingly good reconstruction of the true path (error rate between 0.15 and 0.19), and segments of length 500 will give a very good reconstruction (error rate less than 0.01). The results also show that the method is independent of the number of replications of the basic concatenation block. On the other hand, as expected the error rate of the i.i.d model was around 0.8 irrespective of the number of replications and segment lengths. Figures 6(b) and 6(c) show the output of two typical runs of EM NET-HMM and the i.i.d. model compared with the true path, for segment lengths 50 and 500 respectively. The advantage of EM NET-HMM over the i.i.d. model is very clear and outstanding.
Fig. 6. The performances of the NET-HMM on synthetic inputs (a network with eight leaves and two reticulation edges). The x-axis is the position along the input sequences (the index of a site). The y-axis is the network’s tree that corresponds to each site; as there are two reticulation edges the network induces four trees (named Tree 1, . . . , Tree 4). For each site, we marked the true tree corresponding to this site (blue x near the corresponding tree), the tree that the i.i.d model inferred for this site (green x near the corresponding tree), and the tree that the NET-HMM inferred for this site (red x near the corresponding tree). (a) Reconstructing the tree in each site: Error rate for different segment lengths. (b) Segment length 50: The inferred tree in each site by NET-HMM versus the i.i.d model. As can be seen, the trees inferred by the NET-HMM are very close to the true trees; the trees inferred by the i.i.d. model are scattered over the y-axis. (c) Segment length 500: The inferred tree in each site by NET-HMM versus the i.i.d model. This figure is even clearer than (b): the trees inferred by the NET-HMM are very close to the true trees; the trees inferred by the i.i.d. model are scattered over the y-axis.
In our second test, we examined the ability of the NET-HMM method to infer the exact location of the HGT events (modeled by the reticulation edges) on the tree edges. The results are presented in Fig. 7.

We found a difference in the convergence rate between the “from” and “to” edges (the tree edges from which the HGT edges emanated and those to which
they are connected respectively). While the “from” error is always very low (below 20%) the “to” error starts very high at sequence length 50 but diminishes very sharply towards sequence length 200. In general, for realistic HGT lengths (200), both error rates are at a very satisfactory level (below 12%).

Finally, we checked the ability to infer the correct HGTs by the NET-HMM (i.e. the big problem). When checking synthetic datasets of moderate sequence length (above 500 sites) and tree edges of significant length (so the correct HGT edge location is crucial), usually the improvement in the likelihood of the true HGT edges was much larger than arbitrary ones, and the NET-HMM successfully identified the correct HGTs.

Running times. As mentioned before, the running times of the algorithm are reasonable for analyzing 7–10 sequences with up to four edges. The size of the network (No. of trees) grows exponentially in the number of HGT edges $k$ and is bounded by $2^k$. The Forward/Backward algorithm runs in time quadratic in the size of the network and linear in the sequence lengths $\ell$, that is $O(\ell 2^k)$. The EM NET-HMM runs the Forward/Backward step until convergence is reached for every new HGT edge added. In our experiments this was approximately $12 \cdot \ell 2^k$ msec (approximately 1.5 minutes for an edge in a network with two reticulation edges and sequence length 500). To avoid local ML points, we repeated this process ten times, yielding a constant factor of 120. As a tree over $n$ taxa has at most $4n^2$ pairs of tree edges (“from” and “to”) the possible location grows quadratically with $n$. Therefore we obtained approximate typical running times for the big problem of about $k \cdot n^2 \cdot 120 \cdot \ell \cdot 2^k$ msec for adding $k$ reticulation edges to a tree over $n$ sequences of length $\ell$ each. Indeed running the big problem for inserting two reticulation edges on our typical dataset of eight sequences of length 500, took about a complete day.

3.2. Biological inputs: the small problem

As indicated above, the main strength of our method is its accuracy, making it appropriate for further analysis of results obtained or hypothesized by other methods. We believe this is the most practical way of using our model since it substantially decreases the number of learned parameters and hence the statistical and the computational complexity of the problem.

Hence, we solved a restricted version of the small problem where the task is to infer the exact position of the reticulation edges along the tree branches and the most likely tree at each site. The organismal tree (topology and edge lengths) was inferred using ML on various sets of genes and was taken as constant.

In order to adjust the tree’s branch lengths to the evolutionary rate of our set of genes/proteins, we used one scaling factor for all the branches that was estimated together with the other network parameters (similar idea to the proportional branch lengths approach\textsuperscript{27}). The set of the reticulation edges (without their positions along the tree branches) was inferred by the fast algorithm that is based on the MP criterion.\textsuperscript{9}
The ribosomal protein gene $rps11$ of flowering plants. We analyzed the ribosomal protein gene $rps11$ of a group of 5 flowering plants which was first analyzed by Bergthorsson et al. who suggested that this dataset underwent chimeric HGTs. This dataset consists of five DNA sequences. The species tree was reconstructed based on various sources, including the work of, the edge lengths were computed by the gene $atp1$ (1254 nucleotides) (see Fig. 8).

The permutation $p$-value of the results is 0.02, and the plot of our EM NET-HMM supports the hypothesis of Bergthorsson et al. as the resulted ML paths consist of two different non-organismal trees (see Fig. 8). The tree that consists of
one of the reticulation edges appears in most of the site of the path, but towards the end of the path the second tree (consisting of the second reticulation edge) appears (see Fig. 8).

Ribosomal protein \textit{rpl12e} of a group of \textit{Archaeal} organisms. Next we analyzed the ribosomal protein \textit{rpl12e} of a group of eight \textit{Archaeal} organisms, which was analyzed by Matte-Tailliez \textit{et al.}. This dataset consists of 14 aligned amino acid sequences, each of length 89 sites. We used the same organismal tree used by the authors. In their work, they suggest that ribosomal protein \textit{rpl12e} has different evolution history from the organismal evolutionary tree (probably due to HGT events). By using MP, Jin \textit{et al.} indeed found three HGTs (see Fig. 9) that can explain the difference between the two trees.

The inferred positions of the HGTs are depicted in Fig. 9. All the ML solutions have permutation \(p\)-values around 0.02 (due to almost identical log likelihoods). The distances of events B and C from the leaves are very small (see \(h_{A,1}, h_{A,2}, h_{B,1}, h_{B,2}, h_{C,1}, h_{C,2}\) in Fig. 9), suggesting that these two HGT events occurred fairly recently (in terms of the evolutionary time scale).

Amelioration\cite{20,21} is a process by which a gene that was transferred horizontally acquires features (e.g. GC content, the percentage of nitrogenous bases on a DNA molecule which are either guanine or cytosine) similar to its new environment. This

\begin{figure}[h]
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\includegraphics[width=\textwidth]{Fig9.png}
\caption{Phylogenetic network of the ribosomal protein \textit{rpl12e} of a group of eight \textit{Archaeal} organisms. The positions of the HGTs (\(h_{A,1}, h_{A,2}, h_{B,1}, h_{B,2}, h_{C,1}, h_{C,2}\)) for each of the eight most likely solutions are plotted in the table beside.}
\end{figure}
is particularly true for recent events as this process diminishes in time. The lengths along the branches of a phylogenetic network are related to the rate of mutation and time span. The existence of two paths along a tree with the same time span but with different lengths suggests a variation in mutation rate. By definition, the time span between the two ends of a reticulation edge and their corresponding leaves of the phylogenetic network is identical. Interestingly, our results show that $h_{B,1} < h_{B,2}$ and $h_{C,1} < h_{C,2}$. This fact suggests that after horizontal transfer events, genes have undergone an accelerated evolution or adaptation on the amino acid (protein) levels and not only on the nucleotides (gene) levels. This reasonable idea is new in this context.

3.3. Biological inputs: the big problem

As mentioned, we think that the most appropriate use of our method is via the small problem. However, in this section we demonstrate solving the big problem on two biological inputs, 8 Archaea, and 8 Wolbachia.

Ribosomal protein rpl12e of a group of Archaeal organisms. Here we solve the big problem on the Archaea (8 taxa) dataset that was described before. The initial log likelihood (of the organismal tree) was $-1107.15$, the first reticulation edge (edge A in Fig. 9) improved the log likelihood to $-1089.2$ ($p$-value 0.04), the second reticulation edge (edge B in Fig. 9) improved the log likelihood to $-1076.7$ ($p$-value 0.03); the improvement of the third reticulation edge (edge C in Fig. 9) was minor (the result log likelihood was $-1075.9$, $p$-value 0.032). These results suggest that only the first two HGTs are significant. This finding enforces the claim that the third additional HGT event found by MP in Ref. 9 is potentially spurious.

Gene gltA of a group of Wolbachia. Baldo et al. analyzed this gene (and three other housekeeping genes) on a dataset of eight Wolbachia, bacterial symbionts of arthropods. They suggest that the gene underwent horizontal transfer(s) of genetic material via homologous recombination, thus it has a multiple origin.

The DNA sequences of the four genes were downloaded from NCBI (http://ncbi.nlm.nih.gov) (accession numbers appear in Ref. 29); the organismal tree was based on the concatenated alignment of these four Wolbachia genes.

The analysis of Baldo et al. was based on comparing the phylogenetic trees of these different genes (gltA, dnaA, groEL, ftsZ), analysis of genetic variation, and usage of four programs for detecting recombination in aligned sequences. Our results support the results of the analysis of Baldo et al. We found two reticulation edges that significantly improve the likelihood of the model (see Fig. 10); the first edge is from A. eponina to P. sialia while the second is from C. cautella to D. simulans.

Precisely, averaging over all ML solutions, $h_{B,1} = 0.003, h_{B,2} = 0.0053, h_{C,1} = 0.0056, h_{C,2} = 0.0063$. 
Fig. 10. Two reticulation edges that were found for the Wolbachia dataset. The first reticulation edge (from \textit{A. eponina} to \textit{P. sialia}) improved the log likelihood from $-4230$ to $-3955$ ($p$-value = 0.05). The second reticulation edge improved the log likelihood to $-3830$ ($p$-value = 0.05), the third reticulation edge did not give a significant improvement (log likelihood to $-3830.8$, $p$-value = 0.05).

4. Conclusions

In this work, we have described a novel model for analyzing phylogenetic networks. We show that our model, along with its implementation, has advantages over other methods and it is complementary to the other methods in the field, by utilizing and extracting more information encompassed in the data. We also devised a novel test for the statistical significance of a hypothesis (network) under that model. The main strength of this model is its accuracy, however at the cost of increased complexity. The latter can be overcome by incorporating prior knowledge obtained by simple, less accurate models. We have devised an inference method for that model and have shown its performance on simulated data and subsequently applied it to real biological data that were analyzed previously by other methods. Using it, we are able to answer real biological questions such as existence of partial HGT, differences in the rate of mutation among various lineages, distribution of HGT over time and alike. On the computational side, we devised a novel algorithm, EM NET-HMM that employs an EM algorithm in the transition probability space combined with a hill climbing step in the network parameter space.

As future work, it would be desirable to develop more efficient heuristics for optimizing our computations, and to implement our method on larger sets of organisms. By implementing the NET-HMM on large datasets we intend to answer the basic question of determining the length distribution of HGTs or partial HGTs.
Supplementary Material

Supplementary material of the work including more plots of the algorithm is available at http://www.cs.tau.ac.il/~tamirtul/NETHMM.html
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