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ABSTRACT

The recent advances in high-throughput sequencing technologies bring the potential of a better characterization of the genetic variation in humans and other organisms. In many occasions, either by design or by necessity, the sequencing procedure is performed on a pool of DNA samples with different abundances, where the abundance of each sample is unknown. Such a scenario is naturally occurring in the case of metagenomics analysis where a pool of bacteria is sequenced, or in the case of population studies involving DNA pools by design. Particularly, various pooling designs were recently suggested that can identify carriers of rare alleles in large cohorts, dramatically reducing the cost of such large-scale sequencing projects. A fundamental problem with such approaches for population studies is that the uncertainty of DNA proportions from different individuals in the pools might lead to spurious associations. Fortunately, it is often the case that the genotype data of at least some of the individuals in the pool is known. Here, we propose a method (eALPS) that uses the genotype data in conjunction with the pooled sequence data in order to accurately estimate the proportions of the samples in the pool, even in cases where not all individuals in the pool were genotyped (eALPS-LD). Using real data from a sequencing pooling study of non-Hodgkin’s lymphoma, we demonstrate that the estimation of the proportions is crucial, since otherwise there is a risk for false discoveries. Additionally, we demonstrate that our approach is also applicable to the problem of quantification of species in metagenomics samples (eALPS-BCR) and is particularly suitable for metagenomic quantification of closely related species.
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1. INTRODUCTION

Over the past several years, genome-wide association studies (GWAS) have identified hundreds of common variants involved in dozens of common diseases (Manolio et al., 2008). These discoveries leveraged technological advances in genotyping microarrays (Matsuzaki et al., 2004; Gunderson et al.,...
2005), which allowed for the cost-effective collection of common genetic variation in large numbers of individuals. More recently, technological advances in high-throughput sequencing (HTS) technologies have rapidly decreased the cost of sequencing cohorts of individuals (Wheeler et al., 2008). The advantage of sequencing technologies relative to genotyping technologies is that sequencing technologies collect both rare and common variation providing the opportunity for implicating rare genetic variation, in addition to common variation, in human disease.

Unfortunately, to identify disease associations with rare variants, the cohorts that must be sequenced consist of thousands of samples. Even when considering the decrease in costs over the past decade, the cost of sequencing these cohorts is prohibitively expensive. The actual cost of sequencing a sample consists of two parts. The first part is the cost of preparing a DNA sample for sequencing, which we refer to as the library preparation cost. Library preparation is also the most labor-intensive part of a sequencing study, and though newer technologies (Coupland et al., 2012) promise to make this stage unnecessary, sequence yields of such methods are still an order of magnitude smaller than more established sequencing techniques, preventing them from being applied cost effectively to large studies. The second part is the cost of the actual sequencing, which is proportional to the amount of sequence collected, which we refer to as the sequencing per-base cost. Technological advances are rapidly reducing the per-base cost of sequencing while the library preparation costs are more stable. A recently proposed approach to reduce the overall sequencing cost and to avoid potential biases introduced during library preparation is to utilize sequencing pools. The basic idea behind this approach is that DNA from multiple individuals is pooled together into a single DNA mixture, which is then prepared as a single library and sequenced. In this approach, the library preparation cost is reduced because one library is prepared per pool instead of one library per sample. DNA pooling has been successfully applied to GWAS data that reduces costs by one or two orders of magnitude (Skibola et al., 2010; Brown et al., 2008; Hanson et al., 2007). However, pooling DNA from a large number of individuals can introduce a great deal of background noise in the data that may reduce the reliability of and increase the difficulty in the downstream analysis. In contrast to pooling strategies in GWAS data where a small number of pools are genotyped—each consisting of a large number of samples—in sequencing pooling studies, typically a small number of individuals are sequenced in each pool, making the noise amenable to explicit modeling. Moreover, DNA pooling has been successfully applied to next generation sequencing (Erlich et al., 2009; Hormozdiari et al., 2012), where they ran a large pooling study for the identification of rare mutations in bacterial communities.

Recent work in the area (Golan et al., 2012; Prabhu and Pe’er, 2009) has focused mainly on effective designs of pooled studies that can reduce the number of pools required for the detection of causal variants. In addition, suggested association statistics for rare SNP analysis typically involve the comparison of the total number of rare mutations in the cases and controls, therefore, there is no need for individual sequencing in such cases. Indeed, in this work we use as a benchmark a sequencing study of non-Hodgkin’s lymphoma (NHL), where the samples have been partitioned into sets of five samples, and each set was pooled and whole-genome sequenced. The latter study is currently ongoing, and without the tools presented in this article, the study might result in false discoveries. Generally, such designs allow for an increased statistical power due to the increase in sample size. However, the analysis of these studies relies on the assumption that the pools are perfectly constructed, meaning that the fraction of DNA from each sample is known; typically, each DNA mixture contains an exact amount of DNA information intended from each individual in the pool. As we show using real experimental data from NHL, this assumption is wildly inaccurate, and the amount of DNA in each mixture is often different from the intended amount. This might potentially lead to both false positives and reduced statistical power.

In this article, we present a computational methodology to infer the relative abundance or the fraction of each individual in the DNA mixture of a pool directly from the sequencing data, given that we have a small amount of genotyping data for the individuals. This assumption is applicable in many cases, particularly since most current sequencing studies are being performed on cohorts where a genome-wide association study has been previously performed. Our method can be applied directly to the data obtained from a pool sequencing study as the first step in the analysis. We present a formal statistical framework for the estimation of relative abundances, taking into account the presence of sequencing and genotyping errors. In practice, reliable genotypic data of all pooled samples might not be available due to separate quality control procedures for sequencing and genotyping. We therefore propose an extension that handles missing genotypic data by leveraging the linkage disequilibrium structure of the genome. We demonstrate using real data that a naive analysis without applying our method would lead to false positive associations.
The computational problem of estimating the relative abundances in DNA pools is closely related to the computational problem of estimating the abundance of species in metagenomic samples. Bacteria are vital for humans, affecting a wide range of food and health industries. Known to reside in the human body in numbers higher than the number of human cells (Savage et al., 1968), the set of bacteria and their interactions are an indication of the physical condition of a person and were shown to be correlated with various diseases (Guarner and Malagelada, 2003; Reselmanns et al., 2005; Mahida, 2004). In 2008, the National Institute of Health (NIH) launched the Human Microbiome Project (HMP) to examine all existing microorganisms in the human body. Following the HMP, another project named Metagenomics of the Human Intestinal Tract project (MetaHIT) was launched with the goal of studying gut bacteria. Both projects aim to increase our knowledge of bacterial community effects on our body. The first step, however, is to understand which bacteria are available in each sample and the fraction of each bacterium. The latter problem is mathematically very similar to the estimation of DNA fractions in a pooled sample, and we therefore apply our methods to metagenomic instances (eALPS-BCR).

Bacterial fraction estimation in the context of metagenomics has already been addressed by Amir and Zuk (2011), who used an approach based on Sanger-sequencing of a highly preserved genomic region (16S) found in all bacteria. They obtain a sequence-based profile of the bacterial community in that region and use a compressed sensing (CS) framework to compute the fraction of each bacterium in the sample. Due to its decreasing cost and increasing throughput, high-throughput sequencing (HTS) has also been widely applied to metagenomic samples to infer species abundance (Hamady et al., 2008; Dethlefsen et al., 2008; Angly et al., 2009; Xia et al., 2011). The kind of data generated by a single Sanger-sequencing reaction is very different from HTS data, and the compressed sensing approach is not specifically designed for such data. Therefore, methods such as GAAS (Angly et al., 2009) and GRAMMY (Xia et al., 2011) are based on similarity scores of high-throughput sequencing reads that are mapped to a database of known bacterial genomes. Examination of whole-genome reads as opposed to a single highly preserved region is more suitable to the analysis of homogeneous bacterial communities, considering that very few mutations might be present in the 16S region of closely related species. In general, the problem of estimating relative abundances becomes increasingly difficult in lower taxonomic levels and is particularly hard when considering strains of the same species. We show that with minor adjustments, our method (eALPS-BSR) can be directly applied to HTS data, and argue that modeling of linkage-disequilibrium patterns of bacteria greatly improves estimation accuracy in such scenarios. Finally, we bring experimental results on various simulated arrangements of bacterial communities.

2. METHODS

2.1. Description of the data-generating process

We first set the stage by describing a mathematical model for the generation of sequencing data in a pooling scheme. As always, the model might be an oversimplified abstraction of reality, however, in the Results section we show that our estimates are highly accurate on real data, and we therefore argue that the model approximates to an adequate degree the realistic mechanism of sequencing data generation.

Consider a scenario in which the DNA of \( N \) individuals is pooled and then sequenced. In addition, assume that these \( N \) individuals have genotype information in \( M \) positions, described by a matrix \( \mathbf{H}_{N \times M} \), where \( h_{ij} \in \{0, 0.5, 1\} \) is the minor allele count of the \( i \)-th individual in the \( j \)-th position. Such a scenario may appear in pooled sequencing studies, such as the one we describe in the Results (for non-Hodgkin’s lymphoma), or in scenarios where a set of DNA pools is used to detect rare variants (such as in Lin et al., 2011; Price et al., 2010; Lee et al., 2011). In addition, as we discuss below, this scenario also occurs in metagenomic analysis where a set of bacteria are sequenced together.

Ideally, at least in the case of human studies, one would aim at specific relative abundances for each of the samples, which are typically equal amounts of DNA for each sample, but in some cases there are other designs (e.g., Golan et al., 2012). However, in practice the actual relative abundances may be quite different from the desired levels. Particularly, we demonstrate in the Results section that for some pools with presumably equal amounts of DNA from each individual, the actual fractions of the samples often deviate considerably, and this has to be taken into account in any subsequent analysis.

We denote the unknown relative abundances \( z = (z_1, \ldots, z_N) \), where \( z_i \) is the relative abundance of the \( i \)-th individual. The pooled sample undergoes high-throughput sequencing, resulting in the collection...
\( X = \{ x_j \} \), where every \( x_j \) is a vector of length \( t_j \) (the coverage at position \( j \)), and the elements \( x_{jr} \) represent the minor/major allele status of the \( r \)-th read in the \( j \)-th position:

\[
x_{jr} = \begin{cases} 
1 & \text{read } r \text{ in position } j \text{ shows a minor allele} \\
0 & \text{o/w}
\end{cases}
\]

We assume that for each position \( j \), the number of reads \( t_j \) in that position is generated from a Poisson distribution with some parameter \( C \), the mean coverage over the entire genome. The reads for every position are then distributed according to a mixture of \( N \) Bernoulli distributions with parameters \( h_{ij} \), \( \ldots, h_{ij} \), the mixture weights being the relative abundances \( (\pi_1, \ldots, \pi_N) \). Formally, our model assumes that a read \( x_{jr} \) is generated by randomly picking an individual \( i \) according to the proportions \( (\pi_1, \ldots, \pi_N) \) and assigning the allele status \( 0/1 \) according to the minor allele probability \( h_{ij} \). To specify the identity of the mixture components, we introduce the (unknown) latent variables \( Z = \{ z_{ijr} \} \), where \( z_{ijr} \) are indicator functions that determine the individual every read originated from, that is,

\[
z_{ijr} = \begin{cases} 
1 & \text{read } r \text{ in position } j \text{ originates from individual } i \\
0 & \text{o/w}
\end{cases}
\]

We model the sequencing technology as an error-prone process, with a probability \( \epsilon \) for a sequencing error that switches the read from minor to major or vice versa. Thus, in our model, the unknown parameters of the model are \( \pi, \epsilon \) and \( H \), and the observed data is \( X \). We are mostly interested in \( \pi \) in this article, although we also show how to estimate \( \epsilon \). Under this model, the likelihood of the data is given by:

\[
p(X|H; \pi, \epsilon) = \prod_{j=1}^{M} \prod_{r=1}^{t_j} \sum_{i=1}^{N} z_{ijr} p_i(x_{jr}|\epsilon)
\]

(1)

where \( p_i(x_{jr}|\epsilon) \) is the probability to observe read \( x_{jr} \) given that it originated from individual \( i \) and with sequencing error \( \epsilon \), thus: \( p_i(x_{jr}|\epsilon) = p(x_{jr}|h_{ij}, z_{ijr} = 1; \epsilon) = (1-\epsilon)h_{ij} + \epsilon(1-h_{ij}) \).

It is important to note that the likelihood formulation in (1) relies on the assumption that reads do not span more than a single variant. In reality, this is of course not the case, but occurrences of closely positioned SNPs are infrequent enough as to allow us to overlook this possibility without substantially undermining the correctness of our model. Given the genotypes, the reads \( x_{jr} \) are therefore generated independently across the different positions in the genome, as they only depend on the value of \( h_{ij} \). In the case where some of the genotypes are unknown (as discussed below), this is not true and should be addressed properly.

2.2. Relative abundance estimation

We now present the algorithm for estimation of relative abundances in the full genotypic data scenario (eALPS), where genotypes of all \( N \) sequenced individuals are given. Our objective is to find a maximum-likelihood estimate of the model parameters, that is, the relative abundances \( \pi \) and the sequencing error \( \epsilon \). Since \( Z \) is unknown, we use an expectation-maximization (EM) approach, which, instead of trying to maximize the log-likelihood function, and write it as:

\[
Q(\pi, \epsilon | \pi^{(0)}, \epsilon^{(0)}) = \mathbb{E}_{Z|X, \pi, \epsilon} [ \log L(\pi, \epsilon; X, Z, H) ]
\]

\[
= \sum_{j=1}^{M} \sum_{r=1}^{t_j} \sum_{i=1}^{N} \beta_{ijr} \log \pi_i + \sum_{j=1}^{M} \sum_{r=1}^{t_j} \sum_{i=1}^{N} \beta_{ijr} \log (p_i(x_{jr}|\epsilon))
\]

(3)
where $\beta_{ijr} = \mathbb{E}[z_{ijr}|x_{ijr}]$, $x^{(0)}$, $z^{(0)}$. The maximization over $z$ involves only the first term in Equation (3), which is clearly a concave function of $z$ and can be solved easily using Gibbs’ inequality while enforcing the constraint that $\sum_{i=1}^N x_i = 1$. Finding a closed form expression for $z^{(r+1)}$ is not possible, however, simple numerical methods such as gradient descent can be applied to produce the next estimate for the sequencing error. The update rules are then:

$$x^{(r+1)}_i = \frac{\sum_{j=1}^M \sum_{r=1}^b \beta_{ijr}}{\sum_{i=1}^N \sum_{j=1}^M \sum_{r=1}^b \beta_{ijr}}; \quad \epsilon^{(r+1)} = \arg\max_c \sum_{j=1}^M \sum_{r=1}^b \sum_{i=1}^N \beta_{ijr} \log (p_i(x_{ijr}|c))$$

### 2.3. Missing genotypes

In practice, it is often the case that genotype information is only available to a subset of the data, specifically to the samples that were previously genotyped for a genome-wide association study in the pre-high-throughput sequencing era. Moreover, even in the case where all individuals are genotyped, some of the SNPs are not called for some of the individuals, and in such cases our approach is not applicable. We therefore developed an improved method that can handle missing genotype data without compromising the accuracy of estimated parameters. Formally, suppose that for a pool of $N$ individuals, we have only $N' < N$ genotyped individuals, and we wish to estimate the relative abundances $\bar{z} = (z_1, \ldots, z_N)$ given the observed genotypes $G_n \times M$, $y_j \in \{0, 0.5, 1\}$ and the observed read counts $X$ as in the previous section. Regarding the true genotypes $H$ as a set of latent variables in addition to $Z$, we can follow a similar derivation of the EM algorithm to maximize the new likelihood function as follows:

$$p(X, G, Z, H|\bar{z}, c) \propto p(G|H) \cdot p(X, Z|H; \bar{z}, c) \propto \prod_{j=1}^M \prod_{i=1}^N \prod_{r=1}^b (x_{ijr} \cdot p_i(x_{ijr}|h_{ijr}, c))^{z_{ijr}}$$

Maximization of this likelihood function can be achieved in a similar fashion to the previous case in which all genotypes are known, with the expectation step involving an extra iteration on all possible realizations of the missing genotype. This approach, however, fails to take into account the presence of linkage disequilibrium (LD) between adjacent loci, which renders invalid the assumption of independence between the $h_j$’s, producing suboptimal estimates of the model parameters. Particularly, we show in the Results section that this method (eALPS-MIS) systematically underestimates the relative abundances of the missing individuals.

Fortunately, leveraging the information of LD available in population samples, as well as the known genotypes themselves, allows for very accurate estimations of the conditional probability of the latent variable $H$, given the observed data and the current estimate of the parameters. In fact, when LD information is utilized, most possible values of $h_{ij}$ have negligible probabilities and can be omitted from the expectation step. We continue to show that even a hard assignment of $h_j$ to the most likely value in every iteration of the EM algorithm conserves its desirable convergence properties.

The algorithm we propose (eALPS-LD) therefore uses the following scheme: Given a current estimate of the parameters $\bar{z}$ and $c$, find a maximum likelihood estimate for the missing genotypes $h_{ij}$, $N' < i \leq N$, using the LD model that will be described shortly. Using this estimate of $h_{ij}$, continue the EM iteration as in the previous EM derivation for known genotypes, that is, calculate the expectation over the latent variables ($Z$) and maximize the log-likelihood function. This approach can be justified from a statistical point of view using the same arguments presented in Neal and Hinton (1998). The hard assignment of $h_j$ is also computationally advantageous, as it eliminates the need for an exhaustive enumeration of all realizations of possible genotypes.

To find the most likely missing genotype, we need to model population haplotype frequencies, and we do so using a Markov model with a similar structure to those recently used by Kimmel and Shamir (2005), Kennedy et al., (2008), and Browning (2006). The basic structure of this LD model is that of a left-to-right directed graph, with $M$ disjoint sets of nodes corresponding to the $M$ loci. Edges in the directed graph correspond to the transition probabilities and only connect nodes in consecutive sets. Every node in the graph corresponds to one of the two possible alleles, with potentially multiple nodes representing each allele in a specific locus, allowing for multiple haplotypes (more accurately, haplotype clusters) with the same allele in that position to be represented. The edges carry the population frequency of transition from a haplotype in one position to a haplotype in the next position, meaning that every haplotype in the
population corresponds to a path in the graph. Training of the model according to population samples can be done either with the Baum-Welch algorithm for HMMs, like in Kennedy et al. (2008), or in the constructive approach described in Browning (2006). In our implementation, we used the BEAGLE genetic analysis software package (version 3.3.2) to build the LD model.

We now turn to define the full model used to infer the missing genotypes, with the above LD model as a basic building block. In the interest of simplicity, we consider the case in which only one genotype is unobserved, though a straightforward extension to handle multiple missing genotypes is applicable. The overall model is a hidden Markov model composed of two copies of the LD model, that is, every state is represented by a pair \((q_1, q_2)\) with \(q_1\) expressing the first haplotype and \(q_2\) the second haplotype of the missing genotype. Assuming the Hardy–Weinberg equilibrium, the two haplotypes of the missing genotype are independent, therefore the transition probabilities are simply the product of the frequencies carried by each of the corresponding edges in the LD model. Each node in the HMM emits the minor allele read count at that position, \(c_j\), with probability \(\bar{h}_j^q(1-h_j)^{q-\bar{c}_j}\) where \(\bar{h}_j = \sum_{i=1}^{N} q_i^0(1-h_i + \varepsilon(1-h_i))\). The posterior probability of every possible haplotype can be computed using the standard forward–backward algorithms in \(O(M^2E^2)\) time, where \(S\) is an upper bound on the number of states for each position in the basic LD model, and \(E\) is an upper bound on the indegree of nodes in the graph (i.e. number of incoming edges).

Recall that edges in the graph connect only those nodes lying on a path that represents a haplotype in the reference population, therefore \(E\) is expected to be a small number.

An important quality of LD models trained by either of the two approaches mentioned previously deals with the indegree of nodes in the graph in view of the fact that the complexity of the forward–backward algorithm depends on it. While a trivial upper bound for \(E\) would be \(S^2\), we observe that the number of edges carrying non-negligible transition probabilities is strictly bounded by the total number of different haplotypes in the reference panel used to build the model. The actual number depends on the model complexity, tuned by the maximum number of nodes we allow in every position, denoted earlier by \(S\). For a specific reference panel, increasing \(S\) means that \(E\) will decrease. A typical LD model trained using the BEAGLE software package on reference panels of Europeans from HapMap yields a maximal indegree of \(5\) (with an average of \(1.8\)). The overall complexity of the eALPS-LD algorithm can therefore be considered to be \(O(CS^2M)\), with a small constant \(C\).

2.4. **Bacterial community reconstruction**

The estimation of relative abundance levels in DNA pools is naturally applicable to metagenomic analysis, particularly to the reconstruction of bacterial communities. Given a mixture of known bacteria, the goal of bacterial community reconstruction (BCR) is to detect which bacterial species are present in the sample and to estimate their fractions. Early metagenomic studies accomplished this task by screening of environmental libraries for the presence of known markers in ribosomal genes and subsequent sequencing of clones of interest. Specifically, these methods typically exploit the 16S region, which is a highly conserved 1.5kb segment found in all known bacteria. Shown to be effective in reconstruction of various bacterial communities (Amir and Zuk, 2011), this approach is appropriate for distinguishing between species at large evolutionary distances, as it depends strongly on slow-evolving genes. Reconstructing a community containing closely related organisms, for example same-species strands in a microbial gut sample, is bound to fail if analysis is limited to conserved regions alone. As the ability to distinguish between different species diminishes with increasing interrelatedness, considerably longer genomic segments need to be analyzed.

Analyses of high-throughput sequencing data with the purpose of assigning the read sequences to their taxonomic units can be categorized to signature-based binning and mapping-based classification approaches, the former employing the DNA base compositional asymmetries (e.g., GC content) of bacterial genomes as a unique identifier of different taxonomic units, and the latter attempting to find similarities to reference sequences. Where datasets of closely related reference genomes are available, the second approach is particularly useful, with the potential of being significantly more precise. Though still quite limiting, the availability of suitable reference sequences to map to is becoming less of an issue, as targeted sequencing of yet unsequenced taxa and large-scale metagenome projects start to deliver large quantities of microbial genomes at an increasing pace.

Recently, a novel method (GRAMMy) based on high-throughput sequencing of the entire genome was introduced in Xia et al., (2011) and tested on various standard datasets. Somewhat similar in character to
the method in this article, the authors consider the metagenomic reads as arising from a finite mixture
model, where the mixing parameters are the relative abundances and the component distributions of reads
are approximated using k-mer frequencies in the reference genomes. Expectation-maximization is then
applied to estimate the mixing parameters. We hereby propose an efficient method based on common SNPs
in orthologous genes that eliminates the necessity to handle whole-genome read data, and focuses only on
the highly informative SNPs that reside in homologous genes. A major benefit of this approach is that it
allows, in the same manner as with human genomes, to take advantage of existing LD structure in closely
related bacteria to account for possibly unknown species of bacteria in the sample.

Suppose we have \(N\) sequences of known bacteria that we wish to use as references and a metagenomic
sample that is sequenced to produce short reads. To be able to use the same formulation as before for this
setting, a preprocessing step is performed on the bacterial reference genomes. First, genes that are ho-
logous in all \(N\) genomes are extracted and aligned against an arbitrarily selected reference genome.
Subsequently, SNP calling is performed on the aligned regions resulting in a set of \(M\) SNPs. The total
number of SNPs we will acquire in this procedure depends on the similarity of the reference genomes—
high relatedness of the samples means more orthologs, albeit fewer variants in every single gene. BCR thus
reduces to the previously presented problem of relative abundance estimation: We regard the available
database of orthologous regions as the collection of true genotypes present in the sample.

3. RESULTS

3.1. Non-Hodgkin’s lymphoma dataset

Our method was applied to a real population study of non-Hodgkin’s lymphoma (NHL) for which
genome-wide association data were available. In this dataset, a whole-genome sequencing on a group of
lymphoma cases was conducted, with the aim of identifying additional common and rare lymphoma
associated variants undetected by previous genome-wide association studies (GWAS). The studied samples
consisted of a subset of follicular lymphoma samples that were part of a recent GWAS conducted in the San
Francisco Bay Area. Full details of the GWAS, including the process and criteria for subject selection,
genotyping, quality control, and statistical analysis, have been described elsewhere (Conde et al., 2010). A
total of 312,768 markers genotyped in 1,431 individuals passed the quality control criteria and were used
for genome-wide association analysis. Among the follicular lymphoma cases for which GWAS data was
available, 155 were used in this study. To construct each pool, equal amounts of DNA (1,320 ng) were
combined from five individuals of the same sex and age in a total volume of 110 µL. Importantly, we
demonstrate below that in reality the amounts of DNA were not equal even though the pooling protocol
aimed at exact amounts of 1,320 ng of DNA from each pool. Sequencing was outsourced to Illumina
FastTrack Services (San Diego, CA). gDNA samples were used to generate short-insert (target 300 bp)
paired-end libraries, and a HiSeq2000 instrument was used to generate paired 100 base reads according to
the manufacturer instructions. The software ELAND was used for sequence alignment, and the coverage
was 35 per base for the pool, thus 7 per base for each sample.

3.2. Simulated data

We used the non-Hodgkin’s lymphoma genotype data as a starting point in order to simulate data
according to the following model. We assume that the genotype values \(g_{ij}\) are given by the non-Hodgkin’s
lymphoma genotype data. Then, for every position we draw a random sample \(t_j\) (the total number of reads
covering the \(j\)-th SNP) from a Poisson distribution \(\text{Pois}(T)\), where the mean is equal to the desired coverage
\(T\). The minor allele counts, \(c_j\) are then drawn from a binomial distribution \(B(t_j \sum \alpha_i ((1 - \alpha)g_{ij} + \alpha(1 -
g_{ij})))\), and the major allele counts are just \(t_j - c_j\). We calculate the root mean squared error (RMSE) of the
predicted \(\alpha\) and compare to a simple least square estimation of the relative abundances. Results for this
comparison are shown in Figure 1. The least-squares method is based on the assumption of normally
distributed noise, which is clearly violated for low coverage sequencing. Indeed, we observe that least
squares tends to perform poorly as the coverage goes down, while our method (eALPS) achieves signif-
ically better performance in coverages lower than 4X.

We note that the least squares estimation is only applicable when all individuals have genotype infor-
mation. We also explored the scenario in which at least one of the individual’s genotype is unknown.
Particularly, we randomly picked one of the pools that has full genotype data, generated major and minor allele counts as mentioned in the previous experiment, and compared the performance of the full genotypic data method (eALPS) to the methods discussed in Section 2.3 (eALPS-MIS and eALPS-LD) when one of the individuals’ genotype data is omitted. We examined the effect of different coverages and the number of sampled SNP on the RMSE measured, summarized in Figure 1. Evidently, utilizing the linkage disequilibrium information considerably improves the accuracy as observed by comparing the performance of eALPS-MIS and eALPS-LD.

3.3. Results on real data

In order to obtain a realistic characterization of the parameters used in our simulations, that is, sequencing error rate and distribution of relative abundance levels, we evaluated the eALPS method on the real sequencing data obtained by the non-Hodgkins lymphoma (NHL) study.

3.3.1. Complete genotype information. In the NHL data, we have 31 pools in which the genotype information for all individuals is available. For these pools, approximately 150,000 SNPs (depending on the specific pool) were both genotyped then sequenced in the pooled study and finally passed the quality control step in ELAND. Figure 2 illustrates how some pools contain individuals with relative abundances that are significantly higher (or lower) compared to other individuals in that pool. This result demonstrates how the process of preparing DNA pools with specific fractions of DNA from each sample can be highly inaccurate, which can be explained by the accuracy of laboratory equipment, or by variation of the coverage achieved in the different individuals contained in the sample. Whatever the reason might be, it is clear that performing any analysis (i.e. association study) on these pools requires careful consideration.

3.3.2. Missing genotypes. To assess the accuracy of the missing genotype methods on real data, we masked one genotype of each individual from each of a set of 14 pools, and we ran both eALPS-MIS and eALPS-LD. Figure 2a and 2b presents the results for these experiments, where eALPS is used as a baseline for the calculation of RMSE. As can be clearly observed from Figure 2b, eALPS-LD outperforms eALPS-MIS. Moreover, eALPS-MIS tends to systematically underestimate the relative abundances of the missing individual, which can be explained by the unrealistic uniform prior on possible genotypes. In a sense, incorporating LD is equivalent to applying a very informative position-specific prior on the possible genotypes of the missing individual. The results strongly demonstrate that this approach is highly beneficial.
3.4. Model validation

To evaluate the overall fit of the proposed model to real data, it is natural to ask whether the addition of relative abundance levels is necessary and whether a more complicated model is in place. We therefore perform two likelihood ratio tests—LRT1 and LRT2—using the data obtained from the NHL study. The specifics of the latter test are hereby given in more detail, with LRT1 being carried out along similar lines. For a given position with the observed minor allele counts $x_j$, LRT2 considers the eALPS generative model on one hand, with fixed relative abundances $a$ estimated using eALPS, and the unrestricted (saturated) model on the other, allowing the relative abundances to vary across positions. The likelihood for position $j$ under this unrestricted model is given by:

$$p(x_j|h_j; A_j, v) = \prod_{r=1}^b \prod_{i=1}^N z_{ji}p_i(x_{jr}|v) \propto \prod_{j=1}^M (h_j)^v (1-h_j)^{b-v}$$

where $A_j$ is an $N$-dimensional vector of relative abundances estimated in position $j$. It is easy to verify that the vector $A_j$ maximizing the above likelihood is given by the solution of $\sum_{i=1}^N A_{ji}g_{ij} = \frac{c_i}{\alpha}$. Assuming no
positions are homozygous in all \( N \) individuals, a solution exists, and we can calculate the maximum likelihood estimate (MLE) under the unrestricted model. For every position, we calculate the likelihood ratio statistic:

\[
-2 \log \frac{L_{\text{MLE of restricted model}}(\theta)}{L_{\text{MLE of unrestricted model}}(\theta)}
\]

and obtain the corresponding \( p \)-values using a Monte-Carlo simulation of the null distribution. To cancel the effect of genotype errors, we sort the positions in decreasing order of their likelihood ratio statistic, picking only the top \( (1 - \delta)M \) positions. If the \( p \)-values corresponding to these positions are uniformly distributed, then we can state that at least for that subset of positions, the alternative model does not explain the data significantly better than our suggested model (eALPS). This approach was performed on all pools of the NHL data, with the genotyping error probability set to \( \delta = 0.05 \). Evidently, when this approach is applied to the \( \alpha \) estimates obtained by eALPS, we obtain a uniform distribution of \( p \)-values, suggesting that the estimates are accurate (Fig. 3).

In LRT1, we compare the eALPS model, now in the role of the alternative model, to a simpler model that assumes uniform relative abundances (i.e., \( \alpha_i = 0.2 \) for every \( i \)). In contrast to the previous test, this time around we obtain a substantial bias from the uniform distribution in the direction of smaller \( p \)-values, suggesting that a more complicated model is necessary to explain the data.

### 3.5. Bacterial community reconstruction

We generated simulated datasets that enable the performance of our method to be assessed. The organisms used as the reference panel were downloaded from the 2012 version of the National Center for Biotechnology Information (NCBI) RefSeq database (Pruitt et al., 2012), that provides access to over 10,000 microbial sequences and specifically 57 strains of *Escherichia coli* that were used in our experiments. A table of orthologous gene annotations in these strains was obtained from the microbial genome database for comparative analysis (MGBD) (Uchiyama et al., 2012). The genes were aligned to a single strand of *E. coli* using BWA (Li and Durbin, 2010), and SNPs were called using the Free-Bayes variant detector (Garrison and Marth, 2012). To simulate random relative abundances, we sample from a uniform distribution and from a power-law distribution. Intuition for the choice of a reasonable distribution of relative abundance levels can be obtained from well-studied rank-abundance curves—that is, the relative abundance drawn as a function of species ordered from the most abundant to the least abundant. For many bacterial communities, for example, bacteria in the human skin (Gao et al., 2007), this curve was shown to follow a power-law distribution. Short reads from a metagenomic sample were simulated using MetaSim (Richter et al., 2008). Figure 4 shows that GRAMMY does not perform well when the bacterial community is homogeneous, while our method is considerably more robust to such scenarios.
4. CONCLUSION AND DISCUSSIONS

Utilizing pooling techniques to perform rare-variant GWA studies using HTS data is an increasing trend in the field of human genetics (Price et al., 2010). However, in order to avoid spurious associations one must acquire good estimates of the true abundances of individuals in each pool. In this work we propose a statistical model that computes the abundance levels of each individual, incorporating sequencing error. Our model takes advantage of the fact that genotype data of each individual is given, and we extend it to the case in which one or more individual genotype data are missing from the study. We validated our model both of simulated and real data obtained from a non-Hodgkin’s lymphoma study, showing that accurate estimates of relative abundance levels can be achieved under low-coverage conditions and that accuracy in datasets with missing data can be brought to a comparable level using LD structure learned from a population reference panel.

Although the problem of relative abundance levels estimation in pooled studies, being a convex optimization problem (see Appendix Section), is far from computationally intensive, a short discussion of running time is still in place. For the case of no missing genotype data, the running time of eALPS for one pool, on a single machine using one CPU, was around 1 hour. Estimation in the presence of missing genotypes poses more computational burden, as all possible genotypes are iterated in every E-step of the algorithm. For a single missing genotype, this only increases the complexity by a factor of 3, but for several missing genotypes complexity will grow exponentially in the number of missing genotypes. More importantly, running time is influenced by the convergence properties of the expectation-maximization algorithm. In our simulations, we observed that incorporating LD greatly improves the speed of convergence, bringing running time of the eALPS-LD method to a few hours on a single machine rather than several days for the eALPS-MIS method.

We illustrated that our method is applicable to the bacterial reconstruction problem, where a mixture of bacteria is given, and the goal is to detect the bacteria existing in the sample and the fraction of it, and show that it outperforms the state-of-the-art method when applied to a simulated dataset of closely related E-coli.

FIG. 4. Comparison of eALPS-BCR with GRAMMy on a simulated dataset of 57 strains of Escherichia coli. The blue and red dots represent the estimated abundance levels produced by eALPS-BCR and GRAMMy, respectively. Evidently, eALPS-BCR produces estimations that are particularly accurate for closely related organisms.
strands. The eALPS-BCR model currently assumes that sequence reads can be mapped to a unique reference genome and are otherwise discarded from further analysis. This assumption is clearly overoptimistic in realistic metagenomic scenarios, and we therefore plan to extend this framework so as to incorporate read-mapping ambiguity. Another limitation of the current model is the requirement that all reference sequences share a sufficient number of homologous regions that are used in the variant-calling procedure. This was shown in the Results section to be very efficient when the sample consists of only closely related bacteria but will naturally fail when a more diverse sample is used. It will therefore be necessary to combine this prototype with a standard similarity-based method that considers reads mapped to nonhomologous regions. Such a hybrid method is expected to perform well on various metagenomic datasets, and it would then be appropriate to apply it to publicly available complex microbiomes such as the FAmE5 dataset, specifically designed for comparison of metagenomic binning methods.

5. APPENDIX

5.1. Derivation of the EM algorithm

The Q-function is:

\[
Q(\alpha, \epsilon | x^{(0)}, \epsilon^{(0)}) = \mathbb{E}_{Z, \mathbf{h}, \tilde{x}^{(0)}, \epsilon^{(0)}} \left[ \log L(\alpha, \epsilon; \mathbf{X}, \mathbf{Z}, \mathbf{H}) \right]
\]

\[
= \mathbb{E}_{Z, \mathbf{h}, \tilde{x}^{(0)}, \epsilon^{(0)}} \left[ \sum_{r=1}^{M} \sum_{j=1}^{b_r} \sum_{i=1}^{N} z_{ijr} \cdot \log (x_i \cdot p_r(x_r | \epsilon)) \right]
\]

\[
= \sum_{r=1}^{M} \sum_{j=1}^{b_r} \sum_{i=1}^{N} \mathbb{E}_{Z, \mathbf{h}, \tilde{x}^{(0)}, \epsilon^{(0)}} [z_{ijr} \cdot \log (x_i \cdot p_r(x_r | \epsilon))]
\]

\[
= \sum_{r=1}^{M} \sum_{j=1}^{b_r} \sum_{i=1}^{N} \mathbb{E}[z_{ijr} | x_{jr}, \tilde{x}^{(0)}, \epsilon^{(0)}] \cdot \log (x_i \cdot p_r(x_r | \epsilon))
\] (5)

Denote:

\[
\beta_{ijr} = \mathbb{E}[z_{ijr} | x_{jr}, \tilde{x}^{(0)}, \epsilon^{(0)}] = \frac{x_i^{(0)} p_r(x_r | \epsilon^{(0)})}{\sum_{r'=1}^{N} x_{i}^{(0)} p_r(x_r | \epsilon^{(0)})} \cdot \frac{(1 - \epsilon^{(0)}) h_{ij}^{x_r} (1 - h_{ij})^{1-x_r} + \epsilon^{(0)} (1 - h_{ij})^{x_r} h_{ij}^{1-x_r}}{(1 - \epsilon^{(0)}) h_{ij}^{x_r} (1 - h_{ij})^{1-x_r} + \epsilon^{(0)} (1 - h_{ij})^{x_r} h_{ij}^{1-x_r})}
\] (6)

Then we have:

\[
Q(\alpha, \epsilon | x^{(0)}, \epsilon^{(0)}) = \sum_{r=1}^{M} \sum_{j=1}^{b_r} \sum_{i=1}^{N} \beta_{ijr} \log (x_i \cdot p_r(x_r | \epsilon))
\]

\[
= \sum_{r=1}^{M} \sum_{j=1}^{b_r} \sum_{i=1}^{N} \beta_{ijr} \log x_i + \sum_{r=1}^{M} \sum_{j=1}^{b_r} \sum_{i=1}^{N} \beta_{ijr} \log (p_r(x_r | \epsilon))
\] (7)

Applying Gibbs’ inequality in (7), the update step for \( \alpha \) is:

\[
\alpha_i^{(t+1)} = \arg \max_N \left( \sum_{i=1}^{N} \left( \log x_i \cdot \sum_{r=1}^{M} \sum_{j=1}^{b_r} \beta_{ijr} \right) \right)
\] (8)

Where the probability of observing \( g_{ij} \) given the true allele counts \( h_{ij} \) is (for \( 1 \leq i \leq N' \)):

\[
p(g_{ij} | h_{ij}) = \begin{cases} 
1 - \delta & g_{ij} = h_{ij} \\
\delta / 2 & g_{ij} \neq h_{ij} 
\end{cases}
\]

and:

\[
p_r(x_r | h_{ij}, \epsilon) = (1 - \epsilon) h_{ij}^{x_r} (1 - h_{ij})^{1-x_r} + \epsilon (1 - h_{ij})^{x_r} h_{ij}^{1-x_r}
\]
Note that if we assume a uniform prior on \(g_{ij}\) and \(h_{ij}\), the probability of having a true allele count \(h_{ij}\) given the observed genotype \(g_{ij}\) is \(p(h_{ij}|g_{ij}) = p(g_{ij}|h_{ij})\).

### 5.2. Missing Genotypes

The Q-function is:

\[
Q(x, \tilde{e}|x^{(0)}, \tilde{e}^{(0)}) = \mathbb{E}_{Z, X, G, x^{(0)}, \tilde{e}^{(0)}}[\log L(x, \tilde{e}|X, Z, G, H)]
\]

\[
= \mathbb{E}_{X, G, x^{(0)}, \tilde{e}^{(0)}} \left[ \mathbb{E}_{Z, X, G, x^{(0)}, \tilde{e}^{(0)}} \left[ \sum_{j=1}^{N} \sum_{i=1}^{N} \sum_{l=1}^{t_l} (z_{ij} \cdot \log x_i + \log p_i(x_{ij}|h_{ij}, e)) \right] \right]
\]

\[
= \mathbb{E}_{X, G, x^{(0)}, \tilde{e}^{(0)}} \left[ \sum_{j=1}^{M} \sum_{i=1}^{N} \sum_{l=1}^{t_l} \beta_{ij}(h_j) \cdot \log x_i \right]
\]

\[
+ \mathbb{E}_{X, G, x^{(0)}, \tilde{e}^{(0)}} \left[ \sum_{j=1}^{M} \sum_{i=1}^{N} \sum_{l=1}^{t_l} \beta_{ij}(h_j) \cdot \log p_i(x_{ij}|h_{ij}, e) \right]
\]

And the Q-function becomes:

\[
Q(x, \tilde{e}|x^{(0)}, \tilde{e}^{(0)}) = \mathbb{E}_{Z, X, G, x^{(0)}, \tilde{e}^{(0)}}[\log L(x, \tilde{e}|X, Z, G, H)]
\]

\[
= \mathbb{E}_{X, G, x^{(0)}, \tilde{e}^{(0)}} \left[ \sum_{j=1}^{M} \sum_{i=1}^{N} \sum_{l=1}^{t_l} \beta_{ij}(h_j) \cdot \log x_i \right]
\]

\[
+ \mathbb{E}_{X, G, x^{(0)}, \tilde{e}^{(0)}} \left[ \sum_{j=1}^{M} \sum_{i=1}^{N} \sum_{l=1}^{t_l} \beta_{ij}(h_j) \cdot \log p_i(x_{ij}|h_{ij}, e) \right]
\]

Where:

\[
\beta_{ij}(h_j) = \mathbb{E}[z_{ij}|x_{ij}, g_{ij}, h_j, x^{(0)}, \tilde{e}^{(0)}] = \frac{z_{ij}^{(0)} p_i(x_{ij}|h_{ij}, e^{(0)})}{\sum_{j=1}^{N} z_{ij}^{(0)} p_i(x_{ij}|h_{ij}, e^{(0)})}
\]

The second term in the Q-function:

\[
E_{X, G, x^{(0)}, \tilde{e}^{(0)}} \left[ \sum_{j=1}^{M} \sum_{i=1}^{N} \sum_{l=1}^{t_l} \beta_{ij}(h_j) \cdot \log x_i \right]
\]

\[
= \sum_{j=1}^{M} \sum_{i=1}^{N} \sum_{l=1}^{t_l} \beta_{ij}(h_j) \cdot \log x_i \cdot p(h_j|x_i, g_j, x^{(0)}, \tilde{e}^{(0)})
\]

\[
= \sum_{j=1}^{N} \log x_i \sum_{j=1}^{M} \sum_{i=1}^{N} \sum_{l=1}^{t_l} \beta_{ij}(h_j) \cdot p(h_j|x_i, g_j, x^{(0)}, \tilde{e}^{(0)})
\]

Maximizing the Q-function with regard to \(x\), and adding the shorthand notations: \(c_j = \sum_{l=1}^{t_l} x_{ij}\), \(h_j = \sum_{i=1}^{N} z_i^{(0)} h_{ij}\) and \(\gamma(h_j) = \prod_{i=1}^{N} \Pr(h_{ij}|g_{ij})\) we get:

\[
p(h_j|x_i, g_j, x^{(0)}, \tilde{e}^{(0)}) = \frac{p(x_j|h_j, x^{(0)}, \tilde{e}^{(0)}) p(h_j|g_j)}{\sum_{h_j' \in H} p(x_j|h_j', x^{(0)}, \tilde{e}^{(0)}) p(h_j'|g_j)}
\]

\[
= \frac{h_j^{c_j} (1 - h_j)^{N - c_j} \cdot \gamma(h_j)}{\sum_{h_j' \in H} (h_j')^{c_j'} (1 - h_j')^{N - c_j'} \cdot \gamma(h_j')}
\]
Finally, applying Gibbs’ inequality in (11), the update step for \( x_i \), \( 1 \leq i \leq N \) is given by:

\[
\begin{align*}
\hat{x}_{i}^{(t+1)} &= \frac{\sum_{j=1}^{M} \sum_{r=1}^{l} \beta_{ijr}(h_j) \cdot p(h_j|x_i, g_j, x^{(t)}, \epsilon^{(t)})}{\sum_{j=1}^{M} \sum_{r=1}^{l} \sum_{h_j \in H} \beta_{ijr}(h_j) \cdot p(h_j|x_i, g_j, x^{(t)}, \epsilon^{(t)})}
\end{align*}
\]

maximizing with regard to \( \epsilon \) involves only the third term in (9), which we solve using a grid search approach.

\[
e^{(t+1)} = \arg\max_{\epsilon} \sum_{j=1}^{M} \sum_{i=1}^{l} \sum_{h_j \in H} \beta_{ijr}(h_j) \cdot \log p_i(h_j | x_{jr}, \epsilon) \cdot p(h_j | x_i, g_j, x^{(t)}, \epsilon^{(t)})
\]

5.3. Concavity of the log-likelihood function

In the Methods section we presented the log-likelihood function corresponding to the statistical model assumed by the eALPS framework and described the expectation-maximization scheme used by the eALPS algorithm to find the parameters \( x \) and \( \epsilon \) maximizing it. In this Appendix, we show that the log-likelihood function is in fact concave, implying that the expectation-maximization algorithm is guaranteed to converge to the optimal solution. We begin by showing that the optimization problem involving only the \( x \) parameters, while fixing \( \epsilon \) to be a known constant, is concave. Namely, we would like to show that the function:

\[
f(x) = \log L(x; X, H) = \sum_{j=1}^{M} \sum_{i=1}^{l} \log \sum_{i=1}^{N} x_i p_i(x_{jr})
\]

is concave. For this purpose, we write the first- and second-order partial derivatives of \( f \):

\[
\begin{align*}
\frac{\partial f}{\partial x_k} &= \sum_{j=1}^{M} \sum_{i=1}^{l} \frac{p_i(x_{jr})}{\sum_{i=1}^{N} x_i p_i(x_{jr})} \\
\frac{\partial^2 f}{\partial x_k \partial x_l} &= -\sum_{j=1}^{M} \sum_{i=1}^{l} \left( \frac{1}{\sum_{i=1}^{N} x_i p_i(x_{jr})} \right)^2 (\mathbf{q}^T \mathbf{q}) \leq 0
\end{align*}
\]

where \( 1 \leq k, l \leq N \). The Hessian matrix is therefore:

\[
\nabla^2 f(x) = -\sum_{j=1}^{M} \sum_{i=1}^{l} \left( \frac{1}{\sum_{i=1}^{N} x_i p_i(x_{jr})} \right)^2 (\mathbf{q}^T \mathbf{q}) \leq 0
\]

where \( \mathbf{q} = (p_1(x_{jr}), \ldots, p_N(x_{jr})) \). To verify that \( \nabla^2 f(x) \leq 0 \) we must show that for every vector \( \mathbf{v} \), \( \mathbf{v}^T \nabla^2 f(x) \mathbf{v} \leq 0 \), that is,

\[
\mathbf{v}^T \nabla^2 f(x) \mathbf{v} = -\sum_{j=1}^{M} \sum_{i=1}^{l} \left( \frac{1}{\sum_{i=1}^{N} x_i p_i(x_{jr})} \right)^2 (\mathbf{v}^T \mathbf{q})(\mathbf{v}^T \mathbf{q}) \leq 0
\]

and it follows that \( f(x) \) is concave. We now consider the full optimization problem over \( x \) and \( \epsilon \), for which the log-likelihood becomes:

\[
f(x, \epsilon) = \log L(x, \epsilon; X, H)
\]

\[
= \sum_{j=1}^{M} \sum_{i=1}^{l} \log \sum_{i=1}^{N} x_i p_i(x_{jr})
\]

\[
= \sum_{j=1}^{M} \sum_{i=1}^{l} \log x_i (\mathbf{a}_{ijr}^T \mathbf{b}_{ijr}) + \sum_{j=1}^{M} \sum_{i=1}^{l} \sum_{r=1}^{l} \log x_i (\mathbf{a}_{ijr}) \epsilon
\]

(17)
We rewrote $p_i(x_{jr} | \epsilon) \text{ in (17 as } p_i(x_{jr} | \epsilon) = a_{ijr} + b_{ijr}, \text{ where:}

\begin{align*}
    a_{ijr} &= h_{ij}^{x_{jr}} (1 - h_{ij})^{1-x_{jr}} \\
    b_{ijr} &= (1 - h_{ij})^{x_{jr}} h_{ij}^{1-x_{jr}} - h_{ij}^{x_{jr}} (1 - h_{ij})^{1-x_{jr}}
\end{align*}
(18)

The first term in (17) is identical to $f(\alpha)$ and is therefore concave using similar arguments just presented for the optimization problem involving only the mixing parameters $\alpha$. It remains to be shown that the second term is also concave. To do so, we observe that the second term in (17) is:

$$g(\alpha, \epsilon) = \sum_{j=1}^{M} \sum_{r=1}^{t_j} \log \sum_{i=1}^{N} \alpha_i b_{ijr} \cdot \epsilon = \sum_{j=1}^{M} \sum_{r=1}^{t_j} \log \left( \sum_{i=1}^{N} \alpha_i b_{ijr} \right) + T \log \epsilon \tag{19}$$

Where $T = \sum_{j=1}^{M} t_j$ is the total number of reads. The partial derivatives of $g$ are therefore:

$$\frac{\partial^2 g}{\partial \alpha_k \partial \alpha_l} = \frac{\sum_{j=1}^{M} \sum_{r=1}^{t_j} - b_{kjr} b_{ljr}}{\left( \sum_{i=1}^{N} \alpha_i b_{ijr} \right)^2}$$
$$\frac{\partial^2 g}{\partial \alpha_k \partial \epsilon} = 0$$
$$\frac{\partial^2 g}{\partial \epsilon^2} = -\frac{T}{\epsilon^2} \tag{20}$$

Finally, the Hessian of $g(\alpha, \epsilon)$ is a block-diagonal matrix with the structure:

$$\nabla^2 g(\alpha, \epsilon) = -C \begin{pmatrix}
    b_{1jr}^2 & b_{1jr} b_{2jr} & \cdots & b_{1jr} b_{Njr} & 0 \\
    b_{1jr} b_{2jr} & b_{2jr}^2 & \cdots & b_{2jr} p_2(x_{jr}) p_N(x_{jr}) & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    b_{1jr} b_{Njr} & b_{2jr} b_{Njr} & \cdots & b_{Njr}^2 & 0 \\
    0 & 0 & \cdots & 0 & \frac{T}{\epsilon^2}
\end{pmatrix} \tag{21}$$

where $C = \sum_{j=1}^{M} \sum_{r=1}^{t_j} \left( \sum_{i=1}^{N} \alpha_i b_{ijr} \right)^2$. The top-left $N \times N$ block was already shown to be positive semi-definite, and $\frac{T}{\epsilon^2}$ is clearly positive semi-definite as well, therefore, the Hessian matrix $\nabla^2 g(\alpha, \epsilon)$ is negative semi-definite, and we conclude that the optimization problem involving both the mixing parameters $\alpha$ and the sequencing error rate $\epsilon$ is concave.
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