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Abstract

We report a mathematical model that describes the growth of superficial bladder cancer and the effect thereupon of immunotherapy based on the administration of Bacillus Calmette-Guerin (BCG) combined or not with interleukin-2 (IL-2). Intravesical instillations of BCG performed after surgical removal of tumors represents an established treatment with approximately 50% success rate. So far, attempts to improve this efficiency have not led to essential changes. However, convincing clinical results have been reported on the combination of IL-2 to BCG, even though this is still not applied in current practice. The present model provides insights into the dynamical outcomes arising in the bladder from the interactions of immune cells with tumor cells in the course of BCG therapy associated or not with IL-2. Specifically, from the simulations performed using seven ordinary and non-linear differential equations we obtained indications on the conditions that would result in successful bladder cancer treatment. We show that immune cells –effector lymphocytes and antigen-presenting cells– expand and reach a sustainable plateau under BCG treatment, which may account for its beneficial effect, resulting from inflammatory “side-effects” which eliminate residual or eventual newly arising tumor cells, providing thus protection from further cancer development. We find, however, that IL-2 does not actually potentiate the effect of BCG as regards tumor cell eradication. Hence, associating both under the conditions simulated should not result in more efficient treatment of bladder cancer patients.

1. Introduction

Immunotherapy of superficial bladder cancer by intravesical instillations of Bacillus Calmette-Guerin (BCG) has been used since 1976 (Morales et al., 1976; Martinez-Pineiro and Muntanola, 1977). It is assumed that BCG locally stimulates the immune response to tumor cells, though its modes of action are not yet fully elucidated (Bevers et al., 2004). This is now a recognized treatment (Chopin and Gattegno, 2002), but a significant proportion of tumors still progress and/or recur despite this therapy. One may thus consider adding another agent to BCG in order to improve its efficacy. In this context, interleukin (IL)-2 is a good candidate, inasmuch as its increased urinary levels in BCG-treated patients appear of predictive value even though this is still controversial (de Boer et al., 1992; Kaempfer et al., 1996; Bohle and Brandau, 2003; Yutkin et al., 2007), and it has already been widely utilized for the therapy of cancer (Rosenberg and Lotze, 1986; Schwartzentruber, 1993; Keilholz et al., 1994; Rosenberg, 2008). IL-2 acts on different immune cells, the most prominent of which are T cells and natural killer (NK) cells (Gaffen and Liu, 2004). Shapiro et al. (2007) treated 19 bladder cancer patients with a combination of BCG and IL-2 and, except for the four who continued to smoke after treatment, there were no recurrences over 10-year follow-up. However, such association is generally not applied.

Dynamic modeling is a powerful tool to integrate empirical data from independent sources, make novel predictions, and foretell gaps in current knowledge. The interactions of the immune system with tumor cells have been studied by numerous authors (Kuznetsov et al., 1994; Nani and Freedman, 2000; Kolev, 2003; Wodarz and Jansen, 2003; Matzavinos et al., 2004; de Pillis et al., 2006; Banerjee, 2008; Isaeva and Osipov, 2009). Several mathematical models have been developed in this respect (Kirschner and Panetta, 1998; Arciero et al., 2004; Cappuccio et al., 2006) not only to understand the specific dynamics of this system but also to optimize therapy (Castiglione and Piccoli, 2006, 2007) and devise new combination therapies (de Pillis et al., 2005).

The first detailed model of the effect of BCG on superficial bladder tumors has been proposed by Bunimovich-Mendrazitsky...
et al. (2007). It comprises four ordinary differential equations that characterize the complex biological interactions between BCG, immune cells and tumor cells, which occur then in the bladder. It shows the possibility of obtaining tumor regression without overdriving the immune system, according to the dose of BCG, providing thus the parameters to consider for getting optimal BCG efficiency. Later, Bunimovich-Mendrazitsky et al. (2008) have proposed a simpler model that considers four populations: BCG, effector cells, BCG-infected and uninfected tumor cells. This model allows to study the effects of BCG pulses and to predict conditions for efficient treatment. However, in these models "effector cells" are taken into account only globally without distinguishing the different types of immune cells that are involved in killing tumor cells.

The aims of this paper are twofold: (1) to expand the previous models in order to provide more precise insights into the dynamic processes between different immune cells under the influence of BCG; and (2) to examine 'in silico' the possible effect of associating IL-2 to BCG in order to determine the conditions under which this could increase the efficacy of BCG treatment.

2. Immunological background

BCG treatment is used after superficial bladder tumors have been surgically removed, at a time when scarce or no tumor cells remain in the urothelium, and only scar fibrosis is found at the location of the removed tumors. The bacteria do not interact with, and thus cannot enter nor infect, normal urothelial cells. Bacteria can contact scar tissue and interact with, and enter into the macrophages, dendritic cells (DCs) – both types being antigen (Ag)-presenting cells (APCs) and polymorphonuclear neutrophil (PMNs) leukocytes that are present there. They can also enter into, and infect the occasional residual cancer cell that remains after surgery, which results in cell death and leads to cell debris and whole or destructed bacteria being captured by local APCs and PMNs via endocytosis or phagocytosis. At any rate, this should have a very weak effect, which would only marginally amplify the immune reactions described below inasmuch as residual cancer cells are scarce at most. However, tumor Ags captured in this manner by APCs may play an important role in initiating the adaptive immune response to tumor cells even if very few events are initially involved since, once initiated, this response corresponds to a quasi-exponential process.

BCG capture by PMNs eventually results in whole bacteria and processed Ags being transferred to DCs (Meg Giovanni et al., 2006; Morel et al., 2008) and presumably also to macrophages. Through cytokine and chemokine production, these cells cooperate to intensify inflammatory reactions with ex situ immune cells, mostly PMNs and macrophages, being recruited in situ leading to an innate immune responsiveness "snowball" effect. BCG-activated PMNs can certainly directly kill tumor cells before their own ultimate demise (≤ 24 hrs), but the other cells involved carry-on for a few days longer.

Macrophages are major targets of mycobacteria (Glickman and Jacobs, 2001). Upon activation by BCG, they produce inflammatory cytokines and chemokines, leading to the recruitment of new PMNs, macrophages and DCs, and increasing the Ag-presenting capacity of the macrophages to T helper (Th) cells in the course of secondary adaptive immune responses, which would occur after the first BCG instillation in patients previously immunized by BCG vaccination or at least after the second instillation. BCG may remain for many days inside macrophages, but this eventually results in lethal bacterial growth and replication, with release of cell debris and whole or destructed bacteria being captured by more macrophages (some bacteria being then destroyed, others being still infectious), PMNs and DCs, which amplifies the reactions. Activated but non-infected neighboring macrophages can directly kill tumor cells.

Although BCG enters into DCs, these are not permissive to mycobacteria growth and replication (Tailleux et al., 2003) and, thus, they are not infected by BCG, properly speaking. BCG in DCs increases the Ag-presenting capacity of the DCs to Th and cytokototic T lymphocytes (CTLs). It is probable that BCG in DCs would also activate them to produce inflammatory cytokines and chemokines, the consequences of which are reported above.

Even if few, NK cells should play a role in the innate immune response to BCG. Cross-talk between DCs and NK cells reciprocally activates both (Waltzer et al., 2005). Beside their potential killer activity for infected cells, which in the case of BCG should not be of primary importance, NK cells produce, and are activated by interferon (IFN)-γ and IL-2 in particular, which activate Th1 cells and CTLs in the subsequent adaptive immune response. Beside NK cells, NKT cells are special CTLs that recognize glycolipid Ags of the BCG surface. They share properties with ‘classical’ T cells and with NK cells and are, thus at the crossroad of innate and adaptive immunity. They kill mycobacteria-infected cells without the delay necessary for priming and, when activated, proliferate like T cells, which will subsequently enhance their response (Kronenberg, 2005).

Altogether, the first and possibly major effect of BCG is to activate an innate immune inflammatory reaction with local recruitment of additional immune cells (PMNs, macrophages, DCs, lymphocytes etc …) resulting in positive feedback. This is akin, though much stronger, to the effect of an adjuvant used in a vaccine to trigger the adaptive immune response to Ags. Of note, some inflammatory cytokines can directly stress and kill tumor cells. This effect should continue during implementation of the adaptive immune response and amplify the latter until it tapers. The adaptive immune response is initiated by APCs that have internalized BCG and/or killed tumor cell debris, processed the corresponding Ags and, getting thus activated, migrated to the draining lymphoid tissues where they present the Ags to CD4+ Th cells via MHC class II molecules or to CD8+ CTLs via MHC class I molecules. BCG glycolipid Ags are also presented to NKT cells via CD1 molecules. Consequently, the activated lymphocytes migrate to the bladder wall. There, a Th1 response develops against BCG-infected and uninfected tumor cells, with production of IFN-γ, IL-2 and TNF-α, cytokines that promote delayed-type hypersensitivity, CTL responses, further macrophage and DC activation and increased inflammation. Depending on bacterial and host components, a Th2 response may occur, with IL-4, IL-6 and IL-10 production, which can balance the Th1 response. The adaptive immune response plays an important role by killing new tumor cells that would eventually arise later. In this context, by initiating a strong inflammatory response BCG should then play the role of a very powerful adjuvant that elicits subsequent strong memory Th and CTL responses against tumor Ags.

Primary adaptive cellular immune responses take two to three days to start being effective (the time for APCs to travel to the draining lymphoid tissue and subsequently for the T cells to arrive at the site of the immune response) with a peak or plateau appearing after one week. Even memory responses take two to three days to be fully effective. Actually, the immune response is finite, and negative feedback mechanisms are activated after five to seven days to taper this response, which, since then, had increased almost exponentially since the responding activated T cells divide and, thus, expand continuously until the process is checked. After a while, if the positive signals are not strong enough, negative signals may take over, leading to tolerance of tumor cells. Therefore, the stimuli provided by immunotherapy have to be well balanced.
It may be assumed that adding exogenous IL-2 to BCG will first activate NK cells and augment innate immunity and thereafter CD4+ and CD8+ T cells, amplifying adaptive responses to BCG as well as to tumor Ags. Of note, IL-2 also activates regulatory T (Tregs) cells (Sakaguchi et al., 2008) the role of which to BCG as well as to tumor Ags. Of note, IL-2 also activates regulatory T (Tregs) cells (Sakaguchi et al., 2008) the role of which to BCG as well as to tumor Ags. Of note, IL-2 also activates regulatory T (Tregs) cells (Sakaguchi et al., 2008) the role of which to BCG as well as to tumor Ags. Of note, IL-2 also activates regulatory T (Tregs) cells (Sakaguchi et al., 2008) the role of which is to dampen Th cell and CTL activity and, thus, reduce the adaptive response. Therefore, in addition to eliciting possible 'toxic' side-effects, the dose of IL-2 used for therapy should take into account this dual effect in order to keep the proper balance between the activities of these T cell types.

3. Materials and Methods

Our mathematical model describes the effects of combining BCG and IL-2 as immunotherapy of bladder cancer with the aim to simulate and, thus, evaluate possible therapeutic scenarios. It is based on current knowledge of the biology of the immune system. However, for the sake of clarity, we did not take into account the distinct interactions between PMNs, macrophages and DCs, but these were taken in as a whole as 'APCs'. For the same reasons, we only considered CTL effector cell activity as the endpoint of the adaptive response and disregarded the help provided by Th cells. Finally, NK cells, NKT cells and Treg cells were not included in the model. Fig. 1 displays the simplified diagram of the immune response used here as deduced from the Immunological Background section there above. Table 1 lists the abbreviations used for the cells and cytokines involved.

The prevailing mathematical models in theoretical immunology involve ordinary differential equations (ODE) to represent reaction kinetics. In general, the equations are used to represent concentrations of molecules or cell populations and the parameters represent kinetic or affinity constants. We considered the tumors to be at early stages or remnants thereof after surgical ablation (superficial bladder cancer), where there are no processes of angiogenesis, invasion and metastasis (which exist at late stages of tumor growth), which would then require a spatial representation of the diffusion of reagents using partial differential equations (PDE). ODEs have been used to model the dynamics of the interactions of immune cells with tumor cells, mainly due to their mathematical simplicity and the long-standing availability of software for solving them.

The model used here consists of seven ordinary differential equations and is extended by taking into account two types of immunotherapy: BCG as an adjuvant therapy and IL-2 as an active therapy. It aims at showing the dynamic processes of different immune cells under the influence of either or both agents and to examine whether IL-2 actually potentiates the effect of BCG. We processed fourth-order Runge–Kutta integration on the differential system to enable numerical simulations. Fourth-order Runge–Kutta integration of the equations was implemented by MATLAB, for a set of initial conditions described in Section 3.1 (after the system (8)). A fractional convergence tolerance of $10^{-5}$ was applied as the arrest condition of the steepest descent.

3.1. Biological Assumptions and Mathematical Model

The mathematical system we implemented is composed by seven non-linear ODEs to characterize the dynamics of the interactions between the seven different biological components we considered, the local concentrations of which were noted as follows:

- BCG bacteria within the bladder as $B$,
- APCs (DCs and macrophages) as $A$,
- activated/matured APC's after BCG internalization and processing as $A_I$,
- effector T lymphocytes, mostly CTLs that react to BCG and tumor Ags as $E$.

Table 1: Abbreviations used for the cells and cytokines considered.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bacillus Calmette-Guerin</td>
<td>BCG</td>
</tr>
<tr>
<td>Interleukin -2</td>
<td>IL-2</td>
</tr>
<tr>
<td>Antigen (Ag)-presenting cells</td>
<td>APCs</td>
</tr>
<tr>
<td>Dendritic cells</td>
<td>DCs</td>
</tr>
<tr>
<td>Polymorphonuclear neutrophils</td>
<td>PMNs</td>
</tr>
<tr>
<td>Natural killer cells</td>
<td>NK</td>
</tr>
<tr>
<td>Cytotoxic T lymphocytes(CD8+ T-cells)</td>
<td>CTLs</td>
</tr>
<tr>
<td>Interferon γ</td>
<td>IFN-γ</td>
</tr>
<tr>
<td>Lymphoid cells which recognize glycolipid Ags on the BCG surface</td>
<td>NKT</td>
</tr>
</tbody>
</table>

![Fig. 1. Summary of the biological assumptions at the basis of the model. BCG is taken up by APC (macrophages (MK) and DC), BCG-activated MK and DCs release cytokines that recruit additional MK and DC from the blood. Activated DCs (DC+) migrate to draining lymph nodes where they present BCG antigens to T effector cells (E) (effector CTL cells), which results in their activation and subsequent proliferation. These will then migrate to the site of infection/inflammation, in the bladder, where the adaptive immune response to tumor cells is to take place. Tumor cells comprise BCG-infected $T_i$ (a minority) and uninfected $T_u$ cells.](image-url)
• IL-2 units injected inside the bladder as $I_2$.
• tumor cells infected with BCG as $T_i$.
• tumor cells that are not infected by BCG as $T_i^p$.

3.1. BCG dynamics

BCG is instilled into the bladder via a catheter inserted through the urethra. In mathematical terms (Schwartz, 1966), discrete time instillation can be represented by Dirac function as input $\delta(t-n\tau)$, where Dirac function equal to 1 to each time $t=n\tau$ and 0 elsewhere. By modeling the instillation as a Dirac function, $(b(t-n\tau))$, we assume that the nth dose, immediately after the given injection, raises $B(t)$ by exactly b units at each specific time $t=n\tau$.

After instillation, BCG accumulates close to the bladder wall. Upon binding to wall cells, BCG is internalized into the bladder and is processed by APCs at rate $p_1$ (Wigginton and Kirschner, 2001). We also consider that, simultaneously, BCG binds and enters into malignant tumor cells at rate $p_2$ (de Boer et al., 1992; Durek et al., 1999). BCG concentration decreases as a result of both natural decay and uptake by cells (with half life of $\mu_B$). These mechanisms lead us to write the following corresponding mathematical interpretation:

$$\frac{dB}{dt} = N \sum_{n=0}^{N-1} b(t-n\tau)-p_1AB-p_2BT_i-\mu_BB,$$  \hspace{1cm} (1)

where $N$ denotes the number of BCG instillations for a given treatment. In clinical practice $N$ typically varies from 6 to 9 instillations applied every $\tau=7$ days.

3.1.2. Immune response dynamics

3.1.2.1. APC dynamics. APCs are normally present in the bladder and have a natural turnover: a source of new cells coming into the site is due to monocyte differentiation and to the natural death (half-life) of cells (at rate $\mu_A$). In the absence of infection, the APC population should remain at equilibrium, $A_0=\gamma/\mu_A$. As a result of infection, APCs undergo two different dynamics: activation/maturation, on the one hand, and enhanced recruitment, on the other hand.

When bacteria are present, additional resting APCs are recruited locally at rate $\eta$ in response to activated and infected APCs. BCG is readily internalized by both DCs and macrophages at rate $p_1$.

Based on this phenomenology, one can write the following equation, which drives APCs:

$$\frac{dA}{dt} = \gamma + \eta AB - \mu_A A - p_1 AB.$$  \hspace{1cm} (2)

3.1.2.2. Activated APC dynamics. The activation of APCs by BCG (activated APCs=$A_1$) mainly depends on the following mechanisms: first, $A_1$ production rate $p_1$ is assumed to be proportional to the number of APCs, as well as to BCG concentration, and also to migration of the infected and activated APCs to the draining lymphoid tissues (Marino and Kirschner, 2004) where, by the signals they release, they recruit naive Ag-specific T lymphocytes to become activated effector cells.

As a consequence, infected APCs, which do not migrate to lymphoid tissues and continue to phagocytose, are killed by effector cells at rate $p_3$ (Marino and Kirschner, 2004). Finally, activated APCs that have migrated to lymphoid tissues undergo natural death at rate $\mu_{A1}$ after interacting with lymphocytes (apoptosis after maturation).

The resulting equation, which models these mechanisms, is as follows:

$$\frac{dA_1}{dt} = p_1 AB - p_2 A_1 - p_3 A_1 - \mu_{A1} A_1.$$  \hspace{1cm} (3)

3.1.2.3. Effector CTL dynamics. Effector CTLs differentiate from naive T lymphocytes in lymphoid tissues and migrate to infected area in response to signals released by infected and activated APCs $A_1$. There, they kill BCG-infected and uninfected tumor cells. IL-2, $I_2$, activates effector CTLs and stimulates their proliferation. Subsequently, we note as $\beta$ the rate of effector CTL formation described in the quantity $\beta A_1 I_2$. We note that the negative production rate of effector CTLs is related to their inactivation via encounter with $T_i$ (at rate $p_5$) and with infected APCs (at rate $p_4$).

CTLs survive many hits with target cells until they are deactivated and die (Berke, 1994; G. Berke, personal communication; Zagury et al., 1975). We use this fact that one effector cell can kill up to seven infected APCs. Hence, knowing the value of $p_3$, $p_4$ was calculated from the above approximations and is shown in Table 2.

### Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Physical Interpretation (units)</th>
<th>Estimated value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_A$</td>
<td>APC half life [days$^{-1}$]</td>
<td>0.038</td>
<td>Ludewig et al., 2004</td>
</tr>
<tr>
<td>$\mu_{A1}$</td>
<td>Activated APC half life [days$^{-1}$]</td>
<td>0.138</td>
<td>Marino and Kirschner, 2004</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>Effector cells mortality rate [days$^{-1}$]</td>
<td>2.0 $\times 10^{-2}$</td>
<td>dePillis et al., 2006</td>
</tr>
<tr>
<td>$\mu_B$</td>
<td>BCG half life [days$^{-1}$]</td>
<td>0.1</td>
<td>Archuleta et al., 2002</td>
</tr>
<tr>
<td>$p_1$</td>
<td>The rate of BCG binding with APC [cells$^{-1}$] [days$^{-1}$]</td>
<td>1.25 $\times 10^{-7}$</td>
<td>Wigginton, Kirschner, 2001</td>
</tr>
<tr>
<td>$p_2$</td>
<td>Infection rate of tumor cells by BCG [cells$^{-1}$] [days$^{-1}$]</td>
<td>2.85 $\times 10^{-8}$</td>
<td>Bunimovich-Mendrazitsky, 2007</td>
</tr>
<tr>
<td>$p_3$</td>
<td>Rate of destruction of infected APCs by effector cells [cells$^{-1}$] [days$^{-1}$]</td>
<td>6 $\times 10^{-5}$</td>
<td>Ludewig et al., 2004</td>
</tr>
<tr>
<td>$p_4$</td>
<td>Rate of E deactivation after binding with infected APCs [cells$^{-1}$] [days$^{-1}$]</td>
<td>9 $\times 10^{-7}$</td>
<td>From model calculations</td>
</tr>
<tr>
<td>$p_5$</td>
<td>Rate of E deactivation after binding with infected tumor cells [cells$^{-1}$] [days$^{-1}$]</td>
<td>3 $\times 10^{-8}$</td>
<td>Kuznetsov et al., 1994</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Rate of effector cell formation [cells$^{-1}$] [days$^{-1}$]</td>
<td>9.9 $\times 10^{-9}$</td>
<td>Isava and Ospov, 2009</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Initial APC cells numbers [cells$^{-1}$] [days$^{-1}$]</td>
<td>1.12 $\times 10^{-8}$</td>
<td>Lamar, 2004</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Rate of recruited additional resting APCs [cells$^{-1}$] [days$^{-1}$]</td>
<td>4 $\times 10^{-9}$</td>
<td>Ludewig et al., 2004</td>
</tr>
<tr>
<td>$r$</td>
<td>Tumor growth rate [days$^{-1}$]</td>
<td>2.8 $\times 10^{-6}$</td>
<td>Ludewig et al., 2004</td>
</tr>
<tr>
<td>$B$</td>
<td>Bio-effective concentration of BCG [c.f.u./day]</td>
<td>0.0033</td>
<td>Shochet et al., 1999; Swanson et al., 2003; In all simulations</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>Rate of recruitment of effector cells in response to signals released by infected and activated BCG [cells$^{-1}$] [days$^{-1}$]</td>
<td>0.0078</td>
<td>Bunimovich-Mendrazitsky, 2007</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Initial APC cells numbers [cells$^{-1}$] [days$^{-1}$]</td>
<td>4 $\times 10^{-9}$</td>
<td>Ludewig et al., 2004</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Rate of recruited additional resting APCs [cells$^{-1}$] [days$^{-1}$]</td>
<td>2.8 $\times 10^{-6}$</td>
<td>Ludewig et al., 2004</td>
</tr>
<tr>
<td>$r$</td>
<td>Tumor growth rate [days$^{-1}$]</td>
<td>0.0033</td>
<td>Shochet et al., 1999; Swanson et al., 2003; In all simulations</td>
</tr>
<tr>
<td>$B$</td>
<td>Bio-effective concentration of BCG [c.f.u./day]</td>
<td>0.0078</td>
<td>Bunimovich-Mendrazitsky, 2007</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>Rate of recruitment of effector cells in response to signals released by infected and activated BCG [cells$^{-1}$] [days$^{-1}$]</td>
<td>0.0341</td>
<td>Ludewig et al., 2004</td>
</tr>
</tbody>
</table>
We assume \( \mu_2 \) as the constant natural death rate. Then, one can model the dynamics of effector cells as follows:

\[
d\frac{dE}{dt} = \beta A_1 I_2 - \mu_2 E - p_4 E A_1 - \mu_E E. \quad (4)
\]

3.1.2.4. IL-2 dynamics. IL-2 is mainly produced by activated T lymphocytes. Its half-life when administered intravenously is of the order of about 10 minutes due to its rapid distribution into the organ system total extracellular space. During the process, when APCs present BCG antigens to Th cells, IL-2 is produced at rate \( q_1 \). In lymphoid tissues, IL-2 promotes differentiation into effector CTLs at rate \( q_2 \) after APCs have activated T lymphocytes. However, rate \( \beta \) in (4) is not equal to rate \( q_2 \), because IL-2 is used for activating other cells too (Malek and Bayar, 2004) such, for example, as NK cells.

We also introduce \( \mu_2 \) as IL-2 loss/degradation rate.

Last, we note as \( I_2 \) IL-2 external source, which is injected into the bladder every \( r \) time units and which is assumed to degrade rapidly without the possibility to having systemic effects. \( I_2 \) is modeled in the same manner as for BCG by using the Dirac function \( \delta(t-\tau) \). For the time \( t=\tau \) Dirac function equal to 1 and IL-2 is injected, otherwise Dirac function equal to 0 and no treatment pulse.

So, evolution of IL-2 concentration in the bladder is given by:

\[
d\frac{dI_2}{dt} = q_1 A_1 - q_2 I_2 - \mu_2 I_2 + \sum_{n=0}^{N-1} i_2 \delta(t-n\tau), \quad (5)
\]

where \( N \) denotes the number of IL-2 instillations we consider for a given treatment.

3.1.3. Tumor cell dynamics

Our model considers two subpopulations: BCG-infected \( (T_i) \) and uninfected \( (T_u) \) tumor cells.

3.1.3.1. Infected tumor cells. The dynamics of infected tumor cells depends on two mechanisms. The first corresponds to infection of uninfected tumor cells \( T_u \) by the bacteria at rate \( p_2 \); the second is due to the interaction with CTL effectors \( E \), which destroy infected tumor cells \( T_i \) at rate \( p_6 \). Then, infected cells express BCG Ags. Of note, BCG has an anti-proliferative effect on human urothelial carcinoma cell lines; therefore infected tumor cells should not increase in number (Bevers et al., 2004; Bevers personal communication; Chen et al., 2005).

Therefore, one can model the dynamics of infected tumor cells as follow:

\[
d\frac{dT_i}{dt} = p_2 T_u p_6 E, \quad (6)
\]

3.1.3.2. Uninfected tumor cells. The number of \( T_u \) cells increases due to the balance between their natural exponential growth rate, noted \( r \), and their infection by BCG at rate \( p_2 \) during BCG therapy. The tumor cells become infected with BCG at rate \( p_2 T_u \) where \( p_2 \) is a rate coefficient.

We assume that, in the absence of BCG, uninfected tumor cells \( T_u \) undergo exponential growth, with growth rate \( r \). As a consequence, the dynamics of uninfected tumor cells is as follows:

\[
d\frac{dT_u}{dt} = r T_u - p_2 B T_u. \quad (7)
\]

Thus, the interactions of BCG and IL-2 with the immune cells are modeled by the following system composed of seven ordinary nonlinear differential equations:

\[
\begin{align*}
\frac{dA}{dt} &= \sum_{n=0}^{N-1} \left( b_1 \delta(t-n\tau) - p_1 A B - p_2 B T_u - \mu_B B \right), \quad (1) \\
\frac{dB}{dt} &= \gamma + \eta AB - \mu_B A - p_1 AB, \quad (2) \\
\frac{dA}{dt} &= p_1 AB - \beta A_1 - p_2 E A_1 - \mu_A A_1, \quad (3) \\
\frac{dA}{dt} &= - \mu_E E + \beta A_1 I_2 - p_4 E A_1, \quad (4) \\
\frac{dT_i}{dt} &= q_1 A_1 - q_2 I_2 - \mu_2 I_2 + \sum_{n=0}^{N-1} i_2 \delta(t-n\tau), \quad (5) \\
\frac{dT_u}{dt} &= p_2 B T_u - p_6 E T_i, \quad (6) \\
\frac{dT_i}{dt} &= r T_u - p_2 B T_u. \quad (7)
\end{align*}
\]

As for every dynamic system, we specify the initial conditions at the beginning of the process when \( t=0 \):

- \( B(0) = 0 \) (BCG is not present at the beginning of the treatment),
- \( A(0) = A_0 > 0 \) (\( A_0 \) describes the number of APCs that are present before therapy),
- \( A_1(0) = E(0) = I_2(0) = T_i(0) = 0 \) (The immune components and infected tumor cells are zero at the beginning of the process),
- \( T_u(0) = T_{uo}(0) > 0 \) (\( T_{uo} \) denotes the uninfected tumor cells in the urothelium).

Remark. Existence, uniqueness and positivity of problem (8) solutions are presented at the end of the paper as a particular case of three general theorems we detailed in the Appendix.

3.2. Estimation of parameters

To complete the mathematical model it is useful to estimate parameter ranges that are realistic and agree with values from the literature. Although this plays some role in the following analysis, we emphasize that our goal is not to derive a predictive simulation model using exact rate parameters. Instead, we aim at finding generic qualitative results that are intrinsic to the model’s structure. As our analytical results are not tied to any specific growth rate we do not require precise rate values. This notwithstanding, parameter values are compiled from published experimental data, with weight given to results obtained from humans or human cells and specific data over results based on other species.

Once mathematical expressions were developed representing the interactions between the seven cell populations and IL-2, it was necessary to determine the values of the rate constants governing each interaction. Estimates obtained from multiple studies are represented as value ranges. For parameters with a range and for those without available experimental data, we

<table>
<thead>
<tr>
<th>Table 3</th>
<th>List of parameters for IL-2.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
<td>Physical Interpretation(units)</td>
</tr>
<tr>
<td>( q_1 )</td>
<td>Rate of IL-2 production ( \text{cells}^{-1} \cdot \text{days}^{-1} )</td>
</tr>
<tr>
<td>( q_2 )</td>
<td>Rate of CTL differentiation ( \text{cells}^{-1} \cdot \text{days}^{-1} )</td>
</tr>
<tr>
<td>( \mu_i )</td>
<td>Degradation rate ( \text{days}^{-1} )</td>
</tr>
<tr>
<td>( i_2 )</td>
<td>Rate of external source ( \text{units per treatment} )</td>
</tr>
</tbody>
</table>
performed uncertainty and sensitivity analyses to obtain order-of-magnitude estimates as described below. A summary of the parameter values used here is given in Tables 2 and 3. In this section we discuss the acquisition of the parameters of the unscaled model (Eq. (2)) i.e., before nondimensionalisation.

The data of Aranha et al. (2000) (Fig. 2) are compatible with in vitro bladder cancer cell growth rates of \( r = 0.37 \)–0.5 day\(^{-1}\) with 1.5–2 days doubling time. However, such large growth rates may be biased as they represent in vitro cell growth in favorable medium without the constraints that normally occur in vivo. On the other hand, in vivo studies report \( r = 0.001\)–0.03 days\(^{-1}\) growth rates for breast cancer cells (Spratt et al., 1993; Shochat et al., 1999). Here, we assume that in vivo bladder cancer growth rates are smaller than in vitro, and the \( r \) values we consider for the simulations vary from \( 0.001 \) days\(^{-1}\) to \( 0.045 \) days\(^{-1}\).

Typical values for BCG instillation \( b \) were obtained from Cheng et al. (2004) whose patients received weekly doses of \( 2.2 \times 10^8 \)–6.4 \( \times 10^8 \) cfu (colony-forming units i.e., number of viable bacteria). Most of these leave the bladder within the first two hours. Brandau (personal communication) estimates that 99% of BCG is lost in this way. A reasonable weekly rate for \( \beta \) is thus in the range of \( 0.01 \times (2.2 \times 10^8 \)–6.4 \( \times 10^8) = 1 \times 10^6 \)–10 \( \times 10^6 \) cfu/week.

Parameter \( p_2 \) was estimated by imposing reasonable time scales to the tumor-eradication process (several weeks) as in our previous reports (Bunimovich-Mendrazitsky et al., 2007, 2008).

According to Lämmle et al. (2002), the maximal radius of bladder tumors, as determined by MRI, ranges from 4 to 64 mm. From this, we calculated the maximal tumor surface area by assuming its shape as circular. It was also assumed that the tumor had a three-cell depth allowing us to evaluate its volume based on the size of a cell being approximately 10 \( \mu \)m. Given that 1 mm\(^2\)–10\(^6\) cells (Spratt et al., 1993), the approximate number of cells per maximal tumor is:

\[
T_{\text{max}} = \pi r^2 h = \pi \times 64^2 \times 3 \times 10^{-2} \times 10^6 = 3 \times 10^5 \text{ cells}.
\]

Here, we assumed initial tumor size before treatment as \( T_0 = 2 \times 10^5 \) cells.

Regarding IL-2, we considered the data of Shapiro et al. (2007) using increasing doses of IL-2 from \( 6 \times 10^6 \)–54 \( \times 10^6 \) units per weekly treatment.

To determine the parameters of IL-2 dynamics and the dynamics of effector cells affected by IL-2, we used studies of Castiglione and Piccoli, (2006, 2007), Banerjee, (2008) and Isaeva and Osipov (2009), which evaluated the dynamics of IL-2 as a result of immunotherapy.

As regards the initial conditions for APCs in our model, we used the figures of Marino & Kirschner (2004) in the lung in particular; i.e. \( 4.0 \times 10^7 \)–5 \( \times 10^8 \) macrophages and \( 5.0 \times 10^7 \)–10.0 \( \times 10^7 \) DCs.

### 3.3. Sensitivity analysis of parameters

There are differences in the parameter values taken from different sources due to their wide variability. Therefore, a sensitivity analysis was conducted to test which parameters, in the ranges noted in Tables 2 and 3, impacted the most tumor cell numbers in agreement with the model predictions.

We first examined how the initial number of APCs in the bladder (parameter \( \gamma \)) could affect evolution of tumor cells (Fig. 3A). We found that BCG-infected tumor cell numbers decreased as the initial number of APCs was increased from \( 4 \times 10^3 \) to \( 9 \times 10^3 \), as intended in the model, whereas under the same condition uninfected tumor cell numbers decreased, as if BCG uptake by APCs reduced the amount of free BCG available to infect tumor cells. As expected, the numbers of activated APCs and effector cells varied according to the initial APC numbers, which thus influence the strength of the immune response (Fig. 3B).

We next assessed the effects of different rates of formation of effector cells (parameter \( \beta \)) (Fig. 4). The evolution of effector cell numbers with time was, as expected, related to their formation rates. Also, BCG-infected tumor cell numbers moved down as \( \beta \) increased, but for the lowest \( \beta \) value tested under which condition these numbers increased.

To evaluate the impact of IL-2 production on the dynamics of effector cells, and vice-versa, on the evolution of BCG-infected

---

**Fig. 2.** Tumor cell growth of HTB9 cells in vitro (TCC human line, grade II), taken from Aranha et al. (2000). The number of living cells is plotted against incubation time.

**Fig. 3.** (A) Evolution with time of uninfected (red lines) and BCG-infected (blue lines) tumor cell numbers in relationship with the initial numbers of APCs (parameter \( \gamma \)) in the bladder over a specified range \( 4 \times 10^3 \)–\( 10^4 \). (B) Evolution with time of activated APCs (black lines) and effector cells (green lines) in relationship with the same parameter. Three values are considered: 1. \( \gamma = 4 \times 10^4 \), dashed lines; 2. \( \gamma = 6 \times 10^4 \), dash-dotted lines; 3. \( \gamma = 9 \times 10^4 \), solid lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
tumor cell numbers, we varied parameters $q_1$ and $q_2$. Increasing parameter $q_1$ resulted in increased effector cell numbers and lowering of BCG-infected tumor cell numbers with only modest effects on activated APCs (Fig. 5). Surprisingly, effector cell numbers and IL-2 production levels displayed inverse relationships with parameter $q_2$, which affected only marginally BCG-infected tumor cell numbers (Fig. 6).

3.4. Existence of tumor free equilibrium with side effect

Our interest in this section is to find out equilibrium of ODEs system (8) which corresponds to tumor free state where $T^*_t = T^*_u = 0$, ($^*$ denotes the steady state for any considered unknown).

![Fig. 4](image1.png)

**Fig. 4.** Evolution with time of BCG-infected tumor cells (blue lines) in relationship with the rate of formation of effector cells (green lines) (parameter $\beta$) in the bladder over a specified range $[0.9 \times 10^{-5} - 1.2 \times 10^{-4}]$. Three values are considered: 1. $\beta = 0.9 \times 10^{-4}$, dashed lines; 2. $\beta = 0.98 \times 10^{-4}$, dash-dotted lines; 3. $\beta = 1.2 \times 10^{-4}$, solid lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

To this end, we considered the case where the general pulsing immunotherapy of BCG and IL-2 are changed as constant therapy rates $b$ and $i_2$. Then, system (8) becomes as follows:

$$\begin{align*}
\frac{dA}{dt} &= -B - p_1 AB - p_2 BT_u - \mu_A A, \\
\frac{dE}{dt} &= \gamma + \eta AB - \mu_E - p_1 AB, \\
\frac{dA}{dt} &= p_1 AB - p_A A - p_E E - \mu_A A, \\
\frac{dI}{dt} &= -\mu_I E + \frac{q_1}{q_2} I_1 - \mu_I I + \mu_I I, \\
\frac{dE}{dt} &= q_1 A_1 - q_2 I_2 - \mu_E E + \mu_E E, \\
\frac{dE}{dt} &= p_2 BT_u - p_2 E_T, \\
\frac{dT}{dt} &= r T_u - r_2 BT_u.
\end{align*}$$

(9)

We define $X=(R, AA, E, I, T, T_u, T_{u*})$. Using the parameter values described in the previous section, it is straightforward to show that only one steady states of the system (9) is:

$$X^* = (B^* = 4.04 \times 10^6; A^* = 5.64 \times 10^8; A_1 = 11.528 \times 10^6; E^* = 5.7 \times 10^6, T^*_u = 9.93 \times 10^6; T^*_u = T^*_u = 0).$$

Because $E^* \neq 0$, this equilibrium state is characteristic of a residual side effect developed by the immune system.

On the other hand, other numerical solutions we found are not biologically realistic.

Now, to analyze the stability of the equilibrium $X^*$, we introduce the vector $\Xi=(\zeta_1, \zeta_2, \zeta_3, \zeta_4, \zeta_5, \zeta_6, \zeta_7)$ as follows:

$$\Xi = X - X^*.$$  

(10)

By linearizing about the steady state $X^*$, we obtain the following linear system:

$$\frac{d\Xi}{dt} = J\Xi.$$  

(11)
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**Fig. 5.** (A) Evolution with time of effector cells (green lines) and BCG-infected tumor cells (blue lines) in relationship with the level of IL-2 production (parameter $q_1$) over a specified range $[4.5 \times 10^{-4} - 5 \times 10^{-4}]$. (B) Evolution with time of activated APCs (black lines) and BCG-infected tumor cells (blue lines) in relationship with the same parameter. Three values are considered: 1. $q_1 = 0.45 \times 10^{-4}$, dashed lines; 2. $q_1 = 2.5 \times 10^{-3}$, dash-dotted lines; 3. $q_1 = 5 \times 10^{-4}$ solid lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

![Fig. 6](image3.png)

**Fig. 6.** (A) Evolution with time of effector cells (green lines) and BCG-infected tumor cells (blue lines) in relationship with the rate of CTL differentiation (parameter $q_2$) over a specified range $[5 \times 10^{-3} - 6.6 \times 10^{-3}]$. (B) Evolution with time of IL-2 (yellow lines) in relationship with the same parameter. Three values are considered: 1. $q_2 = 5 \times 10^{-3}$, dashed line; 2. $q_2 = 5.7 \times 10^{-3}$, dash-dotted lines; 3. $q_2 = 6.6 \times 10^{-3}$, solid lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
where J is the Jacobian matrix evaluated at the corresponding steady state $X^n$. It is straightforward to show that for $X^n$ all eigenvalues of J are negative. Hence, equilibrium $X^n$, which represents the side-effect tumor free steady state is stable for these specific parameters. As a consequence, in our model, the tumor-free equilibrium without side effects does not exist. Indeed, bladder cancer is rarely cured without side effects resulting from BCG therapy, and progression-free survival has been shown to be significantly higher in patients with major side effects than in those with minor ones (Lamm, 1992; Morales, 1984; Suzuki et al., 2002).

4. Computer simulation and results

4.1. Simulation of the progression of untreated bladder cancer

We first simulated the progression of untreated bladder cancer, for which we set the two parameters $b$ and $i_2$ to zero values. We also used an exponential tumor growth rate, as for high-grade urothelium carcinoma, with $r=0.0078$ days$^{-1}$ (Fig. 7) as explained above.

The initial number of $T_u$ cells was set at $2 \times 10^6$, because tumors can grow to a nutrient-limited size of approximately 1–2 mm in diameter (and contain $O(10^6)$ cells) without the need to initiate angiogenesis (Arciero et al., 2004).

The resulting simulation of $T_u$ cell growth given by Eq. (7) is plotted in Fig. 7. The limit value for the number of cells we obtained is around $3 \times 10^9$ after about 2 years of free growth (see estimation of parameters). This is in line with data of Kim and Steinberg (2001), Iori et al. (2002) and Knowles (2006), who have estimated that high-grade tumors require 3–5 years to progress from their size at diagnosis (which is in the range we considered) to maximal size at death.

Of note, in this simulation, the number of effector lymphocytes remains close to zero, which directly results from the assumption in the model that their activation would only result from the treatment, $a$ priori discounting the evolution of the number of CTLs in response solely to cancer cell antigens.

4.2. Influence of BCG on bladder cancer

We next assessed the influence of BCG, without IL-2, on tumor growth. Therefore, we set BCG influx rate as $b=1.6 \times 10^5$ cfu/day and $i_2=0$ (Fig. 8).

The model shows that a minority of tumor cells will get initially infected by BCG, the number of infected cells $T_i$ initially increasing in a few days after the first instillation and rapidly diminishing, decreasing by about 10-fold before day 20 after initiation of therapy. As to the number of uninfected tumor cell $T_u$, it progressively decreases and abates to almost zero in about 1 year.

**Fig. 7.** Simulation of bladder cancer progression in the absence of BCG and IL-2 treatment. Eq. (8) was used, setting $b=0$ and $i_2=0$. The graph shows the evolution with time of $T_u$ (uninfected tumor cells, solid thick line), E (effector cells, solid heavy line), APCs/100 (dashed line). We used an initial tumor population size $T_{u0}=2 \times 10^6$ cells. Parameters are from Table 2; tumor growth rate: $r=0.0078$ days$^{-1}$.

**Fig. 8.** Simulation of the effects of a treatment regimen with nine BCG instillations ($b=1.6 \times 10^5$ cfu/day, $i_2=0$) administered every $\tau=7$ days. Evolution with time of the numbers of uninfected tumor cells ($T_u$: red solid heavy line), BCG-infected tumor cells ($T_i$: blue solid line), BCG bacteria (black slashed line), effector cells (green dash-dotted line), and activated APCs (yellow dashed line). Evolution for (A) the first 56 days during therapy, and (B) up to 500 days during and after therapy. Parameters are from Table 2; $r=0.007$ days$^{-1}$. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Meanwhile, effector lymphocyte numbers expand and reach a plateau \((E=0.6 \times 10^6 \text{cells})\) after treatment day 10. The evolution of activated APCs globally parallels that of effector lymphocytes, which together should account for the noted evolution of tumor cell numbers.

4.3. Influence of IL-2, administered solely or with BCG, on bladder cancer

Before examining whether IL-2 could enhance the efficiency of BCG, we assessed how it could affect bladder cancer by itself.

4.3.1. Effect of IL-2 treatment only without BCG

It was found that administering only IL-2 did not result in the elimination of tumor cells (Fig. 9A), which continue to progressively grow and proliferate exponentially, at least up to 500 days (Fig. 9B), in the same manner as in the absence of any treatment (see Fig. 7). Meanwhile, APC levels increase during the first three weeks and remain stable thereafter, while effector lymphocyte numbers taper off.

4.3.2. Effect of combining IL-2 treatment with BCG

Next, we modelised the effects of a treatment combining BCG and IL-2. The results shown in Fig. 10 are based on use of two doses of IL-2, in the range which is customary in clinical practice, administered in association with the same amount of BCG: \(b=1.6 \times 10^9 \text{cfu/day}\). This shows that the result of such combination would not be different from that of treating with BCG only, uninfected tumor cell decreasing then at comparable rates whether IL-2 is added or not (see also Fig. 8). Only when looking at BCG-infected tumor cells does it appear that different decrease kinetics may be noted when IL-2 is increased from \(1.1 \times 10^6\) (Fig. 10A) to \(11 \times 10^6\) units (Fig. 10B), the cells being eradicated more rapidly with the higher than with the lower dose (and \(<20\) days without IL-2).

This indicates that, under the conditions assumed, IL-2 does not actually potentiate the effect of BCG as regards overall tumor cell eradication.

4.4. Asymptotic stable equilibrium of immune cells according to the amounts of BCG or IL-2 administered

We finally examined the respective dynamics of immune cells in relation with the amounts of BCG and IL-2 injected. To this end, we determined whether a particular and final state of the given cell population, called asymptotic stable equilibrium of the system (marked \(\n^*\) when referring to the equilibrium value), could be reached under each condition. This state corresponds to the particular value of each variable of the model provided the time period is sufficiently long and the values persist in a sustainable state.

Thus, the effect of varying BCG doses \(b\) on effector lymphocyte \(E^*\) and activated APC \(A^*_t\) equilibrium levels was investigated (Fig. 11A). This reveals that \(E^*\) is almost independent of the BCG dose used, which nonetheless appears to directly influence \(A^*_t\) which increases linearly. The explanation for this observation should be that BCG directly interacts with APCs but not with effector T cells.

The same was performed regarding IL-2 doses \(i_2\) (Fig. 11B). Here, effector lymphocyte \(E^*\) equilibrium levels increases with increasing IL-2 doses whereas APCs \(A^*\) and activated APCs \(A^*_t\) remain level. This observation should be accounted for by the fact that IL-2 directly activates the effector lymphocytes via their specific receptors but does not directly interact with APCs.

5. Discussion

Intravesical BCG instillations remain the best therapy for superficial bladder cancer. However, many high-grade tumors recur and progress despite BCG therapy. Therefore, it is important to continue studying the mechanisms of the immune response to BCG and its effects on urothelial tumor cells. Here, we hypothesized that cytotoxic effector cells play an essential role in the eradication of tumor cells (Bevers et al., 2004). Hence, our model examined the interactions of CTLs with APCs, which affect their function, and with their putative targets (infected or non-infected tumor cells). To investigate the possible additional effect of IL-2, we introduced additional variables in order to analyze the possible effect of this combined immunotherapy and provide a more detailed description of the
biology of the system. The results obtained indicate that, under the modeled conditions, IL-2 does not potentiate the effect of BCG as regards overall tumor cell eradication, this conclusion may be based on too limited mimicked conditions but, using different sets of APC, activated APC, CTL and IL-2 parameters, did not change the results. Thus, it is possible that we have next to examine other cell types to more closely mimic the immune response in this setting. For example, IL-2 activates first NK cells (Bohle and Brandau, 2003; Yutkin et al., 2007), which should start then to eradicate tumor-uninfected cells, before acting on T cells. Also, later on NK cell activity depends on Th1 cytokines IFN-γ and IL-12 (Suttmann et al., 2004). This supports a possible critical role for NK cells in mediating the response to BCG. Therefore, we consider introducing NK cells in future models.

The model implemented here is obviously a simplification of a complex biological reality. It does not take into account many immune cell types, saturation effects and the spatial heterogeneity of tumor growth. Also, for our simulations, we used representative values of the kinetic parameters taken from broad ranges reported in the literature. Nevertheless, this model mimics more closely than our previous ones (Bunimovich-Mendrazitsky et al., 2007, 2008) the immune reactions that occur upon treatment of superficial bladder cancer with BCG. There, the interactions of tumor, immune cells and BCG were examined by a four-dimensional system. Here, we have considered additional parameters in order to improve the model and, therefore, the comprehension of the interactions occurring between the bacteria administered, immune cells and tumor cells during such treatment. Hence, we added additional variables, such as APCs and effector lymphocytes, to the model in order to provide a more detailed description of the immune response elicited by, and the effects of the treatment. Second, we modeled another potential immunotherapy regimen in which the effect of the cytokine IL-2, used alone or in association with BCG, was examined.

The present results globally confirm those of the previous reports (Bunimovich-Mendrazitsky et al., 2007, 2008) as regards the outcome of BCG therapy on bladder cancer cells, by showing that, indeed, under the effect of the treatment, the number of tumor cells progressively dwindles to ultimately get eradicated approximately one year after the series of instillations.

In addition, they provide new insight as to the role played by immune cells in the effectiveness of this therapy. Indeed, BCG appears to rapidly infect up to 25% of tumor cells, which are then eliminated in less than three weeks. This process apparently leads to the priming of the immune response to tumor cells that had not been infected by BCG. Thus, both activated APCs and effector lymphocytes persist in the urothelium for a prolonged period, and this should result in the progressive elimination of residual tumor cells and in blocking any potential later cancer development by initiating secondary recall immune responses. Altogether, this local persistence of immune cells accounts fairly well for the clinical effectiveness of BCG treatment.

In contrast, modeling the use of IL-2, solely, shows that the cytokine by itself does not result in clearing tumor cells, which continue to grow exponentially even though APC and effector lymphocyte numbers display approximately similar patterns during the six weeks of treatment in both instances. Of note, and in contrast to that which is noted in the present model, IL-2 therapy is known for its efficacy in other cancers (Kirschner and Panetta, 1998; de Boer et al., 2006). Simulation of a therapy associating IL-2 to BCG shows no potentiation of the effect of BCG, since overall tumor cell numbers decrease with a similar kinetics whether IL-2 is added or not to BCG. Therefore, associating IL-2 to BCG should not result in more efficient treatment of superficial bladder cancer.

When examining the asymptotic stable equilibrium of the system, i.e. how varying the doses of either BCG or IL-2 may affect immune cells, we found that BCG appears to directly influence activated the numbers of activated APCs --with which the bacteria directly interact-- while effector lymphocyte numbers are almost independent of BCG. In contrast, the numbers of effector lymphocytes—which express IL-2 receptors-- increase with increasing IL-2 dosages, whereas APCs, whether activated or not, remain level. These divergent effects of BCG and IL-2 may be the basis for the limited potentiating therapeutic effect, on BCG-infected tumor cells, of associating both.

We plan next to improve the model in which we will integrate other cells such as NK cells, as discussed above, and examine whether INF-γ or even IL-12, as recently proposed (Lee et al., 2004; Zaharoff et al., 2009) might potentiate BCG therapeutic efficacy (Arnold et al., 2004) in the absence or presence of IL-2.

Fig. 10. Simulation of the effects of treatment associating BCG and IL-2. Differential system (8) was used to simulate two treatment regimens, each involving five instillations. Evolution with time of uninfected (Tu; solid line) and BCG-infected tumor cells (Ti; dashed line). (A) Instillations associate doses of IL-2: i2=1.1×10⁶and BCG: b=2.2×10⁶. (B) Instillations associate doses of IL-2: i2=11×10⁶and BCG b=2.2×10⁶. Parameters are from Tables 2 and 3, with initial tumor size before treatment Tu=2×10⁶.

\[ b = 2.2 \times 10^6, \quad \text{and} \quad b = 2.2 \times 10^6. \]
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Appendix A.

A.1. Local existence and uniqueness of problem (8) solution

Existence and uniqueness of problem (8) solution is standard if one restricts the result to a local one. Indeed, due to Cauchy-Lipschitz theorem (see for example, Schatzman, 2002), we have the following result:

**Theorem 1.1.** Let T denotes any real positive number, $A_0$ and $T_{ca}$ two initial conditions. Then, there exists one and only one solution $(B, A, A_1, E, I, B_2, T, T_0)$ to problem (8) which belongs to $C^1([0,T])$.

**Proof.** Local existence and uniqueness of problem (8) solution on any finite interval $[0,T]$ is a consequence of the following property:

Let us represent the problem (8) in the formal presentation (A.1) given by:

$$
\begin{align*}
\frac{dx}{dt} & = f(t, x), \\
X(0) & = X_0,
\end{align*}
$$

(A.1)

where, in the case of problem (8), $d=7$ and $X$ denotes the vector $(B, A, A_1, E, I, B_2, T_0)$ which belongs to $\mathbb{R}^7$.

So, because in the problem (8), the interaction between the components $(X_0) = 1.2$ of the unknown $X$ of (A.1) has mainly the structure $XX_i$, the function $f$ is obviously $C^1$ which implies that it also locally satisfies Lipschitz condition.

Then, direct application of Cauchy–Lipschitz (Schatzman, 2002) leads to the result of existence and uniqueness of the solution to problem (8), on any finite interval $[0,T]$. □

A.2. Positive solutions

Positivity of problem (8) solution results from the following general theorem.

**Theorem 2.1.** Let $F$ be a real function defined on $[0, +\infty]$ which belongs to $C^1([0, +\infty])$, solution to:

$$
\begin{align*}
F(t) & + \alpha(t) F(t) = \beta(t), \quad t \in [0, +\infty], \\
F(0) & = F_0,
\end{align*}
$$

(A.2)

where $\alpha$ is a given function which belongs to $L^1([0, +\infty])$, $\beta$ is a positive function defined on $[0, +\infty]$, "sufficiently regular", and $F_0$ is a given positive real number.

Then, $F$ is positive on $[0, +\infty]$.

**Proof.** Let $F$ be a solution to the problem (A.2). We multiply the differential equation by the integrating factor $\exp\left(\int_0^t \alpha(s) ds\right)$ and we get:

$$
\frac{d}{dt} F(t) \exp\left(\int_0^t \alpha(s) ds\right) = \beta(t) \exp\left(\int_0^t \alpha(s) ds\right) \geq 0.
$$

Then, $F(t) \exp\left(\int_0^t \alpha(s) ds\right)$ is a monotonically increasing function and we have:

$$
\forall t \in [0, +\infty[: F(t) \exp\left(\int_0^t \alpha(s) ds\right) \geq F(0) \geq 0.
$$

Thus, $F$ is positive on $[0, +\infty]$. □

**Remark.** To use Theorem 1.2, the main property we have to check is the positivity of the right hand $\beta$.

We are now in position to formulate the result dedicated to the positivity of problem (8) solution.

---

**Fig. 11.** Asymptotic stable equilibrium of immune cells in relation with the amounts of BCG or IL-2 administered. (A) Effect of varying BCG doses on effector lymphocytes $E^*$ and activated APCs $A_1^*$ equilibrium levels. (B) Effect of varying IL-2 doses on effector lymphocytes $E^*$ and APCs $A_1^*$ equilibrium levels. Parameters are from Tables 2 and 3, with $r=0.028$.
Theorem 2.2. For any initial positive conditions \( A_0 \) and \( T_{u0} \) associated to problem (8), each component of the solution \((B, A_1, E, I_2, T_i, T_u)\) to problem (8) is positive.

Proof. We begin with equation (7) of problem (8) which can directly be written:

\[
T_u(t) = T_{u0} \exp\left(\int_0^t (r - p_2 B) \, ds\right).
\]

Taking into account that \( T_{u0} \) is positive, we get that \( T_u(t) \geq 0, \forall t \in [0, +\infty[. \)

- We consider now equation (1) of problem (8) and we set:
  \[
  \begin{align*}
  \dot{z} &= p_2 T_u + p_1 A + \mu_B \\
  \beta &= b \sum_{i=0}^{N-1} \delta(t - nt).
  \end{align*}
  \]

So, because \( b \) is a given positive parameter, then \( \beta \) is positive and Theorem 2.1 gives that \( B \) is also positive.

- Concerning solution \( A \) to equation (2) of problem (8) we set:
  \[
  \begin{align*}
  \dot{A} &= p_1 (A - \eta) B + p_4 A \\
  \dot{\beta} &= \gamma \geq 0.
  \end{align*}
  \]

Then, Theorem 2.1 implies that \( A \) is positive.

- Equation (3) of problem (8) gives the same if one sets:
  \[
  \begin{align*}
  \dot{\beta} &= p_1 A + \mu_A \\
  \dot{\beta} &= \beta = \gamma \geq 0.
  \end{align*}
  \]

Here, we get the positivity of \( \beta \) using the previous results concerning positivity of \( A \) and \( B \).

Therefore, Theorem 2.1 implies that \( A_1 \) is a positive function.

- We now jump to equation (5) of problem (8) and we set:
  \[
  \begin{align*}
  \dot{\beta} &= q_1 A_1 + J_2 \sum_{i=0}^{N-1} \delta(t - nt). \\
  \beta &= \beta = \gamma \geq 0.
  \end{align*}
  \]

Because we assume that \( J_2 \) is positive and thanks to the previous result regarding the positivity of \( A_1 \), Theorem 2.1 implies that \( I_2 \) is positive too.

- We are now in position to treat solution \( E \) to Eq. (4) of problem (8). Here, we set:
  \[
  \begin{align*}
  \dot{E} &= \mu_0 E + p_3 T_i + p_4 A_1 \\
  \beta &= \beta = \gamma \geq 0.
  \end{align*}
  \]

As \( A_1 \) and \( I_2 \) are both positive, then we get from Theorem 2.1 that \( E \) is also positive.

- Let us finally consider solution \( T_i \) to equation (6) of problem (8) and let us set:
  \[
  \begin{align*}
  \dot{z} &= p_0 E \\
  \dot{\beta} &= p_3 B T_u.
  \end{align*}
  \]

As \( B \) and \( T_u \) are both positive functions so, \( T_i \) is also positive due to Theorem 2.1.

A.3. A priori estimation: Asymptotic behavior of problem (8) solution

This section is dedicated to the asymptotic behavior of problem (8) solution. It is devoted to a general theorem which assures that solution of linear differential equation is bounded on the interval \([0, +\infty[\).

Theorem 3.1. Let \( z \) and \( \beta \) two given functions defined on \([0, +\infty[\). We assume the following properties:

- \( z \) is a function which belongs to \( L^\infty([0, +\infty[) \) and it exists a real number \( z_0 \) such that \( \forall t \in [0, +\infty[, \ z(t) \geq z_0 > 0 \).

- The function \( \beta \) belongs to \( L^\infty([0, +\infty[) \).

Let \( F \) be a real function defined on \([0, +\infty[\) solution to the following problem:

\[
\begin{align*}
F(t) + z(t) F(t) &= \beta(t), \quad t \in [0, +\infty[, \\
F(0) &= f_0.
\end{align*}
\]

where \( f_0 \) is a given real number.

Then, \( F \) belongs to \( L^\infty([0, +\infty[) \).

Proof. We multiply the differential equation of (A.3) by the integrating factor \( e^\int_0^t z(s) \, ds \).

Then, we get after integration:

\[
F(t) = F(0) e^\int_0^t z(s) \, ds + \int_0^t \beta(s) e^{-\int_s^t z(u) \, du} \, ds.
\]

The control of the right hand of (A.4) is as follows:

- Because we assume that \( \forall t \in [0, +\infty[, \ z(t) \geq z_0 > 0 \) we get:
  \[
  F(0) e^\int_0^t z(s) \, ds \leq F(0) e^{-z_0 t}.
  \]

- On the other hand, the second term in (A.5) can be controlled by:

\[
\left| \int_0^t \beta(s) e^{-\int_s^t z(u) \, du} \, ds \right| \leq \| \beta \|_\infty \int_0^t e^{-z_0 (t - u)} \, du \leq \| \beta \|_\infty \left(1 - e^{-z_0 t}\right) / z_0.
\]

where \( \| \cdot \|_\infty \) denotes the \( L^\infty \)-norm defined by:

\[
\| f \|_\infty = \inf \{ C \geq 0 \text{ such that } |f(s)| \leq C, a.e. \text{ on } [0, +\infty[\}.
\]

Then, from (A.5) and (A.6), we conclude that \( F \) belongs to \( L^\infty([0, +\infty[) \).

We are now in position to give the main result of this section concerning the asymptotic behavior of problem (8) solution.

Theorem 3.2. Let \((B, A_1, E, I_2, T_i, T_u)\) be the solution to problem (8) for a given pair of initial conditions \( A_0 \) and \( T_{u0} \). Then, \((B, A_1, E, I_2)\) belongs to \( L^\infty([0, +\infty[)^5 \) and \((T_i, T_u)\) belongs to \( L^\infty([0, T]\times[0, +\infty[)^2 \) for any \( T > 0 \).

Proof.

- First of all, we remark that due to Theorem 1.1, solution to problem (8) belong to \([C^1([0, T]\times[0, T])])^7\).

As a consequence, each of the seven unknowns of problem (8) belong to \( L^\infty(\{0, +\infty[\}) \). For any \( T > 0 \), this is particularly the case for \( T_i \) and \( T_u \).

Let us now consider the unknowns \((B, A_1, E, I_2)\) to problem (8). To prove that each of the five previous components belongs to \( L^\infty([0, +\infty[) \), we will use Theorem 2.2 on the one hand, and Theorem 3.1, on the other hand.

- We begin by considering solution \( B \) to Eq. (1) of problem (8) and let us set the two functions \( z \) and \( \beta \) of Theorem 3.1 as follows:

\[
\begin{align*}
\dot{z} &= p_2 T_u + p_1 A + \mu_B & \beta &= b = \gamma \geq 0.
\end{align*}
\]

Then, because Theorem 2.2 which assures the positivity of \( T_u \) and \( A \), we have:

\[
p_2 T_u + p_1 A + \mu_B \geq \mu_B > 0.
\]

Moreover, it is clear that \( \beta \) defined above belongs to \( L^\infty([0, +\infty[) \). To use theorem 3.1 we only have to set that \( z_0 = \mu_B \) and this allows us to conclude that \( B \) belongs to \( L^\infty([0, +\infty[) \).

The same idea is applied for solution \( A \) to equation (2) of problem (8) if one sets:

\[
\begin{align*}
\dot{z} &= \mu_B + (p_1 - \eta) B \beta &= \gamma \geq 0.
\end{align*}
\]

Here, one has to remark that regarding the parameters values of \( \eta \) and \( p_1 \) the difference \((p_1 - \eta)\) is strictly positive.

Then, because \( B \) is also positive due to Theorem 2.2, and having
noticed that $\beta$ is obviously bounded, we apply Theorem 3.1 and $A$ belongs to $L^\infty([0, +\infty[)$. Regarding solution $A_1$ to equation (3) of problem (8), we set:

$$\mathbf{x} = p_1E + (\beta_1 + \mu_A) t + p_2AB$$

and $E = p_1AB$.

Having shown that $A$ and $B$ belong to $L^\infty([0, +\infty[)$, then $\beta$ also belongs to $L^\infty([0, +\infty[)$. Moreover, because $E$ is positive due to Theorem 2.2, we simply control $\mathbf{x}$ as follows:

$$\mathbf{x} = p_1E + (\beta_1 + \mu_A) t + p_2AB$$

Consequently, Theorem 3.1 yields that $A_1$ belongs to $L^\infty([0, +\infty[)$. We jump one more time to equation (5) of problem (8) to control the solution $I_2$. Then, in this case, we consider the two functions $\mathbf{x}$ and $\beta$ as follows:

$$\mathbf{x} = q_2 + \mu_A \rho$$

Here, the application of Theorem 3.1 is immediate because we just got that $A_1$ belongs to $L^\infty([0, +\infty[)$. So, $\beta$ is also a function of $L^\infty([0, +\infty[)$ and we also have:

$$\mathbf{x} = q_2 + \mu_A \rho > 0$$

This allows us to conclude that $I_2$ belongs to $L^\infty([0, +\infty[)$. To finish the proof of Theorem 3.2, we have to consider the unknown $E$, solution to equation (4) of problem (8) and we set:

$$\mathbf{x} = q_4 + q_5 T_1 + p_2 AB$$

Detection of $\mathbf{x}$ immediately shows that we get:

$$\mathbf{x} = q_4 + q_5 T_1 + p_2 AB$$

where we used that $T_1$ and $A_1$ are both two positive functions due to Theorem 2.2. Moreover, it is clear that $\beta$ is bounded on $[0, +\infty[$ as $A_1$ and $I_2$ belong to $L^\infty([0, +\infty[)$. From Theorem 3.1, $E$ is also a function of $L^\infty([0, +\infty[)$.
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